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10:40 – 11:10 Coffee break 
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11:10 – 12:50 

 

 

 

11:10 – 11:40 

 

11:40 – 12:00 

 

12:00 – 12:20 

 

 

12:20 – 12:40 

 

 

11:10 – 11:30 

 

11:30 – 11:50 

11:50 – 12:10 

 

12:10 – 12:30 

 

12:30 – 12:50 

 

Parallel Sessions 

Session XI Noise in complex and non-linear systems 

Other topics of noise and fluctuations including weather and society, (Main Hall – Aula, Session 

Chair: N. Lörch) 

C. Ciofi, G. Scandurra, G. Giusi  Unsolved problems in instrumentation for noise measurements 

(invited talk) 

T. Kosztołowicz  How fluctuations of membrane permeability parameter influence on 

subdiffusion in a membrane system 

G. Scandurra, S. Beyne, G. Cannatà, G. Giusi, C. Ciofi  On the design of an automated system 

for the characterization of the electromigration performance of advanced interconnects by 

means of low frequency noise measurements 

L. B. Kish  Mathematical model for the impact of political correctness on science 

 

Session XII Theory of noise and fluctuations, (Room 264, Session Chair: W. Belzig) 

A. Dubkov  The problems of finding the steady-state probabilistic characteristics for nonlinear 

dynamical systems driven by white Poisson noise 

Z. Kolodiy  Flicker noise problem 

J. Spiechowicz, J. Łuczka  Subdiffusion via dynamical localization induced by thermal 

equilibrium fluctuations 

M. Majka  How to embed the self-assembly dynamics in the Langevin equations with spatio-

(temporally) correlated noise? 

V. Holubec, T. Novotný  Effects of noise-induced coherence on the performance of quantum 

absorption refrigerators 

 

12:50 – 13:10 Closing Ceremony, (Main Hall – Aula) 

13:10 – 14:30 Lunch (J. Hevelius’ Courtyard) 

16:00 – 20:00 Excursion to Old Town (meeting at the front of the Main Building) 
 

 

July 13, Friday 

08:00 – 09:00 Courtesy Breakfast and Goodbye – Social (3 Smaki, see map) 

 

 

POSTERS 
(in an alphabetical order) 

 

H. Asada, K. Akehi, M. A. Farahani, N. Itakura, T. Mizuno  A study on simple measurement of mental and physical 

burden of patients during dental treatment 
 

S. Babicz, B. Stawarz-Graczyk  Fluctuations of the red blood cells 
 

A. Bednorz, M. Frączak, S. Sołtan, W. Belzig  Is energy conserved when nobody looks? 
 

A. Crépieux, S. Sahoo, T. Q. Duong, R. Zamoum, M. Lavagna  Finite-frequency noise in a Kondo quantum dot with 

asymmetric coupling to the reservoirs 
 

Z. Czaja, M. Kowalewski  A noise signal generation method for microcontrollers with DACs 
 

A. Geremew, S. Rumyantsev, M. A. Bloodgood, T. T. Salguero, A. A. Balandin  Low-frequency noise in quasi-1D 

van der Waals nanowires implemented with transition metal trichalcogenides 
 

J. Glemža, V. Palenskis, S. Pralgauskaitė, J. Matukas  The relation between electrical fluctuations and current-

voltage characteristics of the mid-IR laser diodes in the subthreshold region 
 

R. Kumagai, M. Uchida  Fluctuation analysis of synchronous repetitive handwriting 
 

Ł. Lentka, J. Smulko  Simplified method of trend removal to determine noise observed during supercapacitor’s 

discharging 
 

F. Mívalt, J. Majzner, V. Sedláková, P. Kuberský, J. Smulko, P. Sedlák  Effect of analyte flow on the voltage 

fluctuations of gas chemiresistors 
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T. Murata, M. A. Farahani, K. Akehi, K. Mito, N. Italura, T. Mizuno  Investigate of feeling estimation for content 

viewer focusing on skin surface temperature distribution using facial thermal images 
 

M. Panek  Application of the correlation methods to measurement of the IR detectors noise spectral density 
 

S. Sakamoto, K. Akehi, M. A. Farahani, N. Itakura, T. Mizuno  Study on mental load measurement of center of 

gravity fluctuation in sitting position 
 

J. Siódmiak, P. Bełdowski  Hyaluronic acid dynamics and its interaction with synovial fluid components as a source 

of the color noise 
 

A. Szewczyk, Ł. Lentka, J. Smulko  Noise measurements in supercapacitors at selected floating voltages 
 

M. Tretjak, S. Pralgauskaitė, J. Matukas, J. Macutkevič, J. Banys  Low frequency noise and resistivity characteristics 

of epoxy composites with onion-like carbon and multi-walled carbon nanotubes 
 

I. S. Virt, M. Bester, O. Didovska  Determination of low frequency noise in polycrystalline ZnO 
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Is there thermal noise in thermal equilibrium at zero temperature? 
 
 

Laszlo B. Kish 
Department of Electrical and Computer Engineering, Texas A&M University, TAMUS 3128, College Station, TX 77843-3128, USA 

e-mail address: Laszlokish@tamu.edu 
 

 
 

I. INTRODUCTION 

This talk is addressing a 60 years old, famous unsolved problem 
of noise (UPoN). With the organizers we have made an effort to 
attract a "critical mass" of related theorists and experimentalists at 
this meeting with the hope that, at the end of the conference, the 
major UPoN questions about the zero-point thermal noise will be 
answered. (Yet the problem may be harder than that due to the 
lack of deep-enough understanding of quantum measurements.)  
 
The question is clear:  
 

II. IS THERE THERMAL NOISE AT 
ZERO TEMPERATURE? 

Advanced quantum theories (Fluctuation-Dissipation Theory, 
FDT) treating the problem are incomplete because they do not 
involve the measurement process. This may seem unimportant 
because Johnson noise in a classical physical system is 
independent from the way of measurement however quantum 
physics is a different issue. 
 
Even though, zero-point energy does exist, noise is much more 
than that: a stochastic energy exchange with the coupled 
environment. A zero-point noise in thermal equilibrium can 
directly lead to a perpetual motion machine [1]. 
 

There is a long list of papers objecting zero-point thermal noise 
(see references in [1]) and among the many arguments the Second 
Law [1] and standard solid state physics [2] also forbid its 
existence in thermal equilibrium. Many theorists believe that zero-
point thermal noise exists but there are others who allow systems 
without this noise component, too [3]. 
 
Theoreticians Kyle Sundqvist and later Mark Dykman have 
recently pointed out in private communications that, in the more 
advanced second quantization theories of the FDT, the claimed 
zero-point noise comes from "negative" frequencies. This is 
interpreted as an absorption process indicating the need of an 
external energy drive. If it is so, the puzzle is partially solved and 
the answer is: 
 
There is no thermal noise at zero temperature, because the 
fundamental notion of thermal noise inherently means a noise in 
thermal equilibrium and no energy drive can be supposed to 
generate this noise then.  
 
Indeed, in all the experiments showing quantum corrections in 
thermal noise, the resistor was fed power, including during the 
most recent ones [4]. 
 
Yet, such a simple interpretation is only a step toward the correct 
direction and it does not provide the final solution because it 
triggers a number of new unsolved problems to be shown. 
 
 

 
1.  L.B. Kish, G.A. Niklasson, C.G Granqvist, "Zero-point term 

and quantum effects in the Johnson noise of resistors: A 
critical appraisal", J. Stat. Mech. (2016) 054006. 
http://arxiv.org/abs/1504.08229 

2. L.B. Kish, G.A. Niklasson, C.G. Granqvist, "Zero thermal 
noise in resistors at zero temperature", Fluct. Noise. Lett. 15 
(2016) 1640001. Online: 

 http://www.researchgate.net/publication/303959024_Zero_Th
ermal_Noise_in_Resistors_at_Zero_Temperature 

 
 
 
 
 
 
 
 
 
 

 
3. A. Crepieux, P. Eymeoud, F. Michelini, "Getting information 

from the mixed electrical-heat noise", Proc. 24th ICNF, 
Lithuania, 2017.  

4. P. Lahteenmaki, Gh. Sorin Paraoanu, P.J. Hakonen, "Vacuum-
noise-induced multimode correlations in a superconducting 
cavity", Proc. 24th ICNF, Lithuania, 2017. 
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Unsolved problems in ion channel dynamics 
 
 

Sergey M. Bezrukov 
National Institutes of Health, NICHD, Section on Molecular Transport 

9000 Rockville Pike, Bethesda, MD 20892, USA 
e-mail address: bezrukos@mail.nih.gov 

 
 
Analytical understanding of particle escape from deep wells over 
energy and/or entropy barriers belongs to the unsolved problems 
of ion channel dynamics.  Recent experimental examples are 
multiple; among others they include trapping and escape of 
charged polymer molecules from voltage-biased beta-barrel 
channels of biological membranes1,2.  Unsurprisingly, barrier 
crossing dynamics have attracted attention of many researchers, 
who frequently model these processes as one-dimensional 
diffusion of a particle in a potential of mean force.  To gain deeper 
insights into such dynamics, we analyze the “fine structure” of 
particle trajectories in such systems.  We divide the escape 
trajectories into two segments: a looping segment, when the 
particle unsuccessfully tries to escape but returns to the trap 
bottom, and a direct-transit segment, when it finally escapes 
moving without returning to the bottom.  By using both the 
analytical approaches and Brownian dynamics simulations, we 
show that the force/potential dependences of the two 
corresponding mean times are qualitatively different.  The mean 
looping time monotonically increases with the external force 

pushing the particle to the trap bottom or with the increasing 
entropic barrier at the exit.  In contrast to this intuitively appealing 
result, the mean direct-transit time shows rather counterintuitive 
behavior: it is reduced by force application independently of 
whether the force pushes the particles to the trap bottom or to the 
trap exit3.  Also, one of the intriguing findings is that the direct-
transit time of a particle escaping from the entropy potential well 
of a three-dimensional regular cone turns out to be independent of 
the depth of this well, i.e., the escape occurs as in free diffusion4.  
Are entropic traps special?  

ACKNOWLEDGEMENTS 

This study was supported by the Intramural Research Program of 
the Eunice Kennedy Shriver National Institute of Child Health and 
Human Development. 
 

 
1 D.P. Hoogerheide, P.A. Gurnev, T.K. Rostovtseva, and S.M. 

Bezrukov. Real-time nanopore-based recognition of protein 
translocation success. Biophys. J. 114, 772–776 (2018). 

2 J. Comer. Chasing a protein’s tail: Detection of polypeptide 
translocation through nanopores. Biophys. J. 114, 759–760 
(2018). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
3 A.M. Berezhkovskii, L. Dagdug, and S.M. Bezrukov. A new 

insight into diffusional escape from a biased cylindrical trap. 
J. Chem. Phys. 147, 104103 (2017). 

4 A.M. Berezhkovskii, L. Dagdug, and S.M. Bezrukov. First 
passage, looping, and direct transition in expanding and 
narrowing tubes: Effects of the entropy potential.  J. Chem. 
Phys. 147, 134104 (2017). 
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Quantum vacuum, noise, and entanglement 

 

 

Pertti Hakonen1  
1 Low Temperature Laboratory, Department of Applied Physics, Aalto University, Espoo, Box 15100, FI-00076 AALTO, 

e-mail address: pertti.hakonen@aalto.fi 

 

 

 

I. INTRODUCTION 

The role of quantum noise in mesoscopic physics has been 

investigated intensively since the end of 80ies. Studies of quantum 

noise can be crudely divided into three categories: shot noise, full 

counting statistics, and quantum measurement and entanglement. 

At present, the main stream research of quantum noise deals with 

fundamental questions in quantum measurement and entanglement. 

This field is closely connected to quantum information science and 

technology, and various basic problems remain to be solved, in 

particular concerning how to use the quantum vacuum as a resource 

for producing entanglement, multifrequency correlations, or even 

teleportation. 

II. NOISE AND ITS MEASUREMENT 

Shot noise on nanoscale, including its frequency and temperature 

dependence, is excellently described by the scattering approach 

pioneered by Landauer and Buttiker1. It was quickly realized that 

typical experiments do not measure the symmetrized correlator as 

expected in classic textbooks such as Landau and Lifshitz2, but 

instead an unsymmetrized correlator is the proper one. The success 

of the scattering theory and the necessity of an unsymmetrized 

correlator has been verified in several experiments3. Full counting 

statistics on its part has increased our understanding of current-

current correlations by providing a complete picture of current 

fluctuations and their distributions4.  

In recent years, cavity quantum electrodynamics at microwave 

frequencies has become one of the major thrusting platforms for 

studies of noise, correlations, and entanglement in nanocircuits. 

Qubits have been shown to act as excellent noise detectors, in which 

the dephasing and relaxation times are sensitive to different 

combinations of noise correlators5.  

When employing qubits as detectors, the actual quantum  

measurement process becomes important. Many of the theoretical 

concepts of weak quantum measurements6 have been verified 

recently in qubit experiments owing to the availability of quantum 

limited Josephson junction parametric and traveling wave 

amplifiers. It has also been recognized that a cross correlation 

measurement may provide indispensable information concerning 

entanglement, for example, in a Cooper pair splitter7.  

Essentially, the questions to be addressed in this field are related 

to specific settings in which a particular experiment is carried out: 

the experimental setup specifies what kind of noise correlator enters 

the interpretation of the measured correlations and noise 

distributions. 

III. ENTANGLEMENT 

Dynamical Casimir effect. It has been known already for some 

time that quantum vacuum itself can induce correlations and 

entanglement.8 In the nanoscale, a large amount of effort has been 

put on studies of the Dynamical Casimir effect (DCE), in which 

virtual quanta in the quantum vacuum are converted into real 

photons, as has well been demonstrated in experiments on 

superconducting quantum circuits9,10.  

In DCE systems, the quantum noise is squeezed by parametric 

driving of the boundary condition (mirror) or the dielectric constant 

(speed of light). In the case of a single frequency, the amount of 

fluctuations is redistributed between two quadratures. In the case of 

two mode squeezing, the correlations exist between the quadratures 

of two separate frequencies. Consequently, a 4x4 covariance matrix 

is needed to characterize fully the correlations in the system. The 

degree of entanglement can be described by the relative magnitude 

of the diagonal and off-diagonal matrix elements of the covariance 

matrix9. 

There are still basic open problems in the generation of quanta 

by DCE. These are related to the frequency dependence of the 

generated power. Instead of white or linearly growing spectrum, the 

power has a distinct parabolic spectrum11. The observation of this 

spectrum has turned out to be challenging, both due to measurement 

sensitivity issues as well as calibration problems in cryogenic mK 

measurement setups. Furthermore, the behavior under multiple 

pump signals presents questions how the created entanglement 

behaves under conflicting tendencies from different pumps. Well-

controlled multifrequency correlation at microwave frequencies 

may present an useful resource for “one way quantum 
computation”, if clever computational schemes can be conceived 

for it12,13. Finally, how do these correlations become generated as a 

function of time when the pumping is turned on? This issue is 

closely related to the so called past future entanglement (see below).  

Unruh effect and Hawking radiation. A quite related effect to 

DCE is the Unruh effect14,15, which is a basic characteristics of 

general relativity. An accelerating observer sees the vacuum as a 

thermal bath with a noise temperature T= ha/kB. The Unruh effect 

is kin to generation of Hawking radiation16. Hawking radiation is 

brought about by a “black hole boundary” in the propagation of 
radiation: virtual photon-pair fluctuations are split apart on the two 

sides of such a boundary, which can be created e.g. by spatial 

control of the speed of light vs the propagation of the boundary17. 

Hawking radiation has recently been observed in acoustic analog 

experiments based on scrutiny of density-density correlation 

functions in modulated Bose Einstein condensates18. There are 

several ideas for further analog experiments for testing our 

understanding of Hawking radiation. One recent, promising setting 

deals with two dimensional electron gas with modulated particle 

and hole distributions19. Its prediction for the emitted noise power 

is on the order of 1 K, which would be easy to measure. The general 

problem with all these analog Hawking radiation and Unruh effect 

experiments is the question how well they correspond to the actual 

cosmological problem and what one can really conclude from them. 

 Past future entanglement. Recently, a cavity QED setting was 

proposed as an analog of the Unruh effect20,21. This is based on the 

fact that quantum vacuum can produce entanglement between the 

past and the future. Thus, if one starts a measurement at time t = 0, 

13
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the detector records a signal because of the past-future 

entanglement. In certain sense, the switching on of the detector acts 

like the modulation of the mirror in the DCE effect, and the virtual 

fluctuation is pulled into existence by the switching. According to 

the estimates of Ref. 20, these experiments are marginally possible 

with present-day techniques as they require extremely fast and 

precise microwave pulses on time scales of a few tens of 

picoseconds.     

1 Yu. Nazarov and Ya. Blanter, Quantum transport: Introduction 

to Nanoscience (Cambridge University Press, 2009). 
2 L. D. Landau and E. M. Lifshitz, Statistical Physics, Vol 5 

(Elsevier, Amsterdam, 1980). 
3 Ya. M. Blanter, M. Büttiker, Phys. Rep. 336, 1 (2000). 
4 G. B. Lesovik and I. A. Sadovskyy, Physics-Uspekhi 54, 1007 

(2011). 
5 R. J. Schoelkopf, A. A. Clerk, S. M. Girvin, K. W. Lehnert, M. 

H. Devoret, in Quantum Noise in Mesoscopic Physics, (Yu. V. 

Nazarov, ed., Kluwer Academic, 2003). 
6 A. Korotkov in Quantum Machines: Measurement and Control 

of Engineered Quantum Systems (M. Devoret, B. Huard, R. 

Schoelkopf, and L. Cugliandolo, eds, Oxford University Press, 

2014). 
7 Z. B. Tan, D. Cox, T. Nieminen, P. Lähteenmäki, D. Golubev, 

G. B. Lesovik, and P. J. Hakonen, Phys. Rev. Lett. 114, 96602 

(2015). 
8 See, e.g., B. Reznik, Found. Phys. 33, 167 (2003). 
9 P. Lähteenmäki, G.S. Paraoanu, J. Hassel, and P.J. Hakonen. 

Proc. Natl. Acad. Sci. U. S. A. 110, 4234 (2013). 
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10 P. Lähteenmäki, G. S. Paraoanu, J. Hassel, and P. J. Hakonen, 

Nat. Commun. 7, 12548 (2016). 
11 J.R. Johansson, G. Johansson, C.M. Wilson, and F. Nori, Phys. 

Rev. Lett. 103, 147003 (2009). 
12 N. C. Menicucci, S. T. Flammia, and O. Pfister, Phys. Rev. 

Lett. 101, 130501 (2008). 
13 D. E. Bruschi, C. Sabín, P. Kok, G. Johansson, P. Delsing, and 

I. Fuentes.  Sci. Rep. 6, 18349 (2016). 
14 W. G. Unruh, Phys. Rev. D. 14, 870 (1976). 
15 L. C. B. Crispino, A. Higuchi, and G. E. A. Matsas,  Rev. Mod. 

Phys. 80, 787 (2008). 
16 P. D. Nation, J. R. Johansson, M. P. Blencowe, and F. Nori, 

Rev. Mod. Phys. 84, 1 (2012). 
17 P. D. Nation, M. P. Blencowe, A. J. Rimberg, and E. Buks, 

Phys. Rev. Lett. 103, 87004 (2009). 
18 J. Steinhauer, Nat. Phys. 12, 959 (2016). 
19 M. Stone, Class. Quantum Grav. 30, 085003 (2013). 
20 C. Sabín, B. Peropadre, M. Del Rey, and E. Martín-Martínez, 

Phys. Rev. Lett. 109, 033602 (2012). 
21 S. J. Olson and T. C. Ralph, Phys. Rev. Lett. 106, 110404 

(2011). 
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Molecular motors operating in a highly dissipative, noisy and subdiffusive interior of living cells: 

How a highly efficient operation is possible, lessons from the fluctuation-dissipation theorem. 

Igor Goychuk  

Institute of Physics and Astronomy, University of Potsdam, Karl-Liebknecht-Str. 24/25, 14476 Potsdam-Golm, Germany 

e-mail address: igoychuk@uni-potsdam.de 

 

I. INTRODUCTION 

Thermodynamic efficiency of molecular motors can be very 

high. For example, ATPase has efficiency reportedly near to 100% 

at its operating frequency1. This is taken by many physicists with a 

misbelief. Indeed, how can it be in a highly dissipative interior of 

living cells? Many physicists believe that one should minimize 

friction to arrive at the highest efficiency of nanomotors and/or go 

to very low temperatures. Others believe that thermodynamic 

efficiency at maximum power cannot exceed 50%. These two 

misbeliefs are deeply based on misunderstanding the role played by 

the fluctuation-dissipation theorem (FDT), thermal noises and 

nonlinearity in micro- and nanoworld2, especially for isothermal 

Brownian and molecular motors. They gave rise to such misleading 

concepts as Hamiltonian dissipation-less ratchets, which in fact 

operate at zero thermodynamic efficiency2.  In this talk, I will show 

within some basic models of molecular motors that such a very high 

efficiency can be achieved even in crowed viscoelastic 

environments like cytosol, even with formally infinite, in the 

Markovian approximation, effective viscous friction2-5. Though 

Markovian approximation cannot be applied in such media with 

long-ranging viscoelastic correlations6.   

II. MAIN CONCEPTS 

Every enzyme, including molecular motors such as kinesins, 

performs cyclic operation in its conformation space7, which can be 

modeled by sliding down in a periodic potential under the driving 

force provided e.g. by ATP hydrolysis, see in Fig. 1,   ��̇ = − �ሺϕሻ�� + � − �� + ξሺ�ሻ,  (1) 

where ܸሺ� + ʹ�ሻ = ܸሺ�ሻ is periodic energy profile of enzyme 

cycling among its conformational states (e.g. free, substrate bound, 

product bound). Furthermore, F=Δμ/2π is the driving force 

provided by the free energy Δμ released at the substrate (e.g. ATP 

molecule) transformation into the products, �� is load, ξ(t) is 

thermal force, and η is frictional constant. The heat is dissipated by 

the frictional force η�̇. However, thermal random force supplies 

energy to a molecular machine. This is a crucial point which some 

still fail to recognize, and the reason why Brownian motion never 

stops. At thermal equilibrium at temperature T, the both processes 

are balanced on average which yields the (second) FDT by Kubo,  ۃ�ሺ�′ሻ�ሺ�ሻۄ = ′�ሺߜܶ���ʹ − �ሻ. 

 

FIG1. Cyclic enzyme operation (in part d) as sliding in a tilted periodic 

“chemical phase space” potential (in c) for the system of Enzyme 

+Substrate+Product2,7. Each period corresponds to transforming one 

molecule of substrate (e.g. ATP) to product (ADP + Pi). Free energy of ATP 

hydrolysis Δμ is used to drive one cycle.  Ratchet potential in part a provides 

a simplest abstraction in the continuous diffusion space. Likewise, 

“chemical bi-cycle”2,7 in part b is the minimal discrete state model. Sliding 

down in chemical space can be used to do e.g. a mechanical work against a 

load until some equivalent stalling force F=Δμ/2π  will be reached. 

Notice that periodic potential does not contribute to the energy 

balance in a very long run. Hence, the mean energy supplied by the 

driving force, ��ሺ�ሻ =  .scales linearly in time  �~ۄሺ�ሻ�ۃ�

Likewise scales also the useful work done against the load, ܹ ሺ�ሻ � Thermodynamic efficiency in this model is .�~ۄሺ�ሻ�ۃ��= =�� /�, independently of ܸሺ�ሻ.   Clearly, it is close to 100% when �� → �. However, then the motor operates infinitesimally slow, at 

zero power. The turnover frequency of the “catalytic wheel’’, � ̇ �ۃ= ۄ → Ͳ,  vanishes. One is more interested, of course, in the 

operation at maximal power, �ௐ = ܹ̇. Consider first, the simplest 

toy model with V(ϕ)=0. Then, � = ሺ� − ��ሻ/� and �ௐ = �ሺ�−�ሻ� , 
optimizes at �� = �/ʹ, with � = Ͳ.ͷ. This gave rise to misbelief 

that 50% is the principal bound for operation at the maximum 

power. However, already the simplest nonlinear model with ratchet 

potential in Fig. 1, a, which can be solved exactly, see Eq. (19) and 

Fig. 2 in Ref.2 , dismantles this belief completely. For a sufficiently 

large driving force  �ߤ ≫ ��ܶ in can also approach 100%.  
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      However, what happens if the enzyme dynamics is subdiffusive 

and it is governed by a generalized (fractional) Langevin equation? 

It reads6,   

                     ��  ௗ��ௗ�� = − �ሺ�ሻ�� + � − �� + ��ሺ�ሻ ,                       (2) 

where 
ௗ��ௗ�� ≔ ଵ�ሺଵ−�ሻ ∫ �̇ሺ�′ሻௗ�′ሺ�−�′ሻ�� ,  Ͳ < � < ͳ, is fractional Caputo 

derivative, �� is fractional friction coefficient, and ��ሺ�ሻ is 

fractional Gaussian noise obeying FDT,   ۃ��ሺ�ሻ��ሺ�′ሻۄ = ��ܶ��/|� − �′|�. Then, in the potential-free case, ۃ�ሺ�ሻۄ = ሺ�−�ሻ�����ሺଵ+�ሻ  is 

sublinear in time. Enzyme cannot be characterized by a turnover 

frequency anymore, but rather by a fractional turnover 

velocity �� = �−��� . Both the driving energy and the useful work 

scale sub-linearly in time with the same exponent α. The notion of 

power must be replaced with sub-power, and, nevertheless, in this 

simplest illustrative case, thermodynamic efficiency is the same � = ��/�. It can reach 100%. Moreover, the optimal operation at 

maximum sub-power is also arrived at �� = �/ʹ, with 

thermodynamic efficiency of 50%. 

      However, the real life is more complex and more realistic 

models of molecular motors must be considered8 , like one in Fig.2. 

 

FIG. 2 Flashing ratchet motor driven by a chemical “bi-cycle”6 with 

spatially-dependent (allosteric) normal rates, like in Fig. 1, b. The motor 

pulls cargo on an elastic linker3 in subdiffusive environment. Useful work is 

done against an extra load ��  applied to the motor (not shown). 

Here, kinesin motor moves in a periodic electrostatic binding 

potential along microtubule, which fluctuates upon the motor 

conformational changes caused by ATP binding and hydrolysis 

(driving “catalytic wheel’’) that in turn are influenced by the motor 

position along microtubule (allostery)8. In addition3, the motor pulls 

on an elastic linker some cargo subjected to viscoelastic memory 

friction like in Eq. (2). It has been shown3-5 that a sufficiently strong 

motor (large amplitude of the binding potential ܷ) can easily beat 

subdiffusional slowness and realize a perfect normal ratchet 

transport of sufficiently small cargos.  For larger cargos, transport 

is anomalous, ۃ�ሺ�ሻۄ ∝ ��, with �  �  ͳ. Thus scales also 

the useful work done against the load, ܹሺ�ሻ ∝ ��. The input 

energy is proportional to the number of ATP molecules hydrolyzed 

(or the number of chemical cycles accomplished in the forward, 

“sliding” direction, cf. Fig. 1, b). Generally, ��ሺ�ሻ ∝ ��, and 

thermodynamic efficiency slowly decays, �ሺ�ሻ ∝ ͳ/�� with Ͳ ߣ> = ߛ − �  ͳ − �. For small cargos and/or ܷ  ,ߤ� ߛ ≈ͳ,  and the ratchet model with constant switching rates4,5 applies. 

However, for a strong motor carrying a large cargo the mechanical 

motion can result into subdiffusive enzyme turnovers: see the blue 

curve in Fig. 3, where ߛ ≈ Ͳ.ʹ at the maximum efficiency with � ≈ Ͳ.ͷ. In this case, anomalously slow enzyme turnovers are 

nearly synchronized with subdiffusive transport of cargo. 

Thermodynamic efficiency exceeds 70% on a biologically relevant 

time scale and it decays very slow with ߣ ≈ Ͳ.Ͳ. 

 

FIG. 3. Thermodynamic efficiency (snapshot at largest time in simulations, 

corresponding to 3 sec) vs. load3. It can be over 50% at maximal sub-power. 

Fit (full lines) is done with � = ቀ�� ቁ[ଵ−ቀ�� ቁ�]� , where F is the corresponding 

stalling force, which depends on ܷ. ��� = ଵ� �/ሺͳ + �ሻଵ+ଵ/�, at �� =�/ሺͳ + �ሻଵ/�, with fitting parameters � and �  ͳ shown in the plot. 
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I.  INTRODUCTION 

We study the statistics, in stationary conditions, of the work �� done by the active force in different systems of self-propelled 

particles in a time τ. We show the existence of a critical value ��†
 

such that fluctuations with �� > ��†
 correspond to configurations 

where interaction between particles plays a minor role whereas 

those with  �� < ��† represent states with single particles dragged 

by clusters. The twofold behavior of fluctuations is fully mirrored 

by the probability distribution Pሺ��ሻ of the work, which does not 

obey the large deviation principle for �� < ��†
, and presents a 

singularity at ��†
. The behavior of Pሺ��ሻ can be interpreted as 

due to a phase transition occurring at the level of fluctuating 

quantities, and can be contextualized in the general mathematical 

framework of large deviation theory (LDP)1.  

 

II. ACTIVE BROWNIAN PARTICLES 

We considered several two-dimensional  systems of N active  

particles2 with different  shapes, such as spherical colloids, 

dumbbells, tetra-bells, or convex rod-like molecules. For 

concreteness, we will refer to the simplest case of colloids, with 

other cases governed by analogous equations of motion. The 

position xi of particle i follows the Langevin equation of motion:  

 � �2����2 = −� ����� − ��ܷ + �� + √ʹ�ܶ���(t),              (1) 

 

with m being the mass, � the friction coefficient and T the 

temperature.  U is a Weeks-Chandler-Anderson repulsive potential 

between particles, while �� is a self-propulsion  force term, which 

has constant modulus and direction � ruled by another stochastic 

equation of motion: ����� = √ʹ�����ሺ�ሻ.                                  (2) 

Both ��  and ���are uncorrelated Gaussian white noises, with zero 

mean and variance 1. ��  is the rotational diffusion coefficient, set 

to �� = ଷ����2� , with �  being the diameter of the disks.  The most 

relevant dimensionless numbers are the area fraction covered by 

the particles � = ���2ସ , with A the area of the  simulation domain, 

and the Péclet number Pe= ଶ������ .   

  

 

  
 

FIG. 1. A snapshot of active colloids. The arrow shows the  

direction of the active force. 

At sufficiently high Péclet number and covered area fraction, both 

disks and dumbbells have been demonstrated to undergo a 

motility induced phase separation (MIPS)3,4, with  two phases of 

different densities coexisting together. The first phase is gaseous, 

with the particles being distributed randomly, while in the second 

phase particles cluster in a highly-packed state.  This behavior is 

somehow reminiscent of a liquid-gas phase transition, even if in 

absence of any sort of attractive interactions. It is the active force, 

alone, that favors aggregation.  

 

In this work5 we consider a different region of the parameter 

space, at low densities, where macroscopic aggregation is not 

observed. A typical  configuration of active disks in this region is 

shown in Fig.1.  

 

III. WORK FLUCTUATIONS 

In the low density regime previously described we have evaluated 

the probability distribution  P(��) of the quantity   
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�� =  ଵ� ∫ ��ሺ�′ሻ ∙ ���+�� ሺ�′ሻ��′                    (3) 

 

that we called active work and that, at least for disks, can be 

directly related to the active component of the pressure exerted by 

each particle.  The large deviation function would correspond to 

the large � limit of   

  �ሺ��ሻ = − ଵ� ln Pሺ��ሻ.                            (4) 

 

Our main results concern the behavior of the distribution P(��), 

shown in Fig. 2 for the disks at � = Ͳ.ͳ and different Pe.  

In the case without active force and at Pe=1 the distributions are 

not significantly different from a gaussian (continuous line in Fig. 

2), corresponding to the single-particle case which can be 

computed analytically. On the other hand, the character of the 

distributions changes dramatically by increasing Pe. The curves 

remain peaked around a value close to the maximum analytically 

found for the case of a single active particle < �� >, and are still 

Gaussian on the whole region to the right of the peak and 

immediately on its left. However, for �� smaller than a critical 

threshold  ��†
 (represented as a vertical arrow in Fig. 2) we have 

an abrupt change, with ln P ሺ��ሻ  having an approximately linear 

behavior. These result suggest the occurrence of a singular 

behavior in the large deviation function  �ሺ��ሻ. 

 

In order to understand which events do contribute to the linear 

tails of  ln P ሺ��), we isolated particles trajectories with a fixed 

value of ��. We found that events with a value of  ��  smaller 

than ��†
 correspond to particles having their polar axis pointing 

against a cluster moving in the opposite direction and therefore are 

related to the presence of anomalous and significant  

fluctuations in the system. We observed this behavior for all the  

active particle models considered.  

 

 
FIG. 2. Probability distributions (on log-scale) of �� for disks at  � = Ͳ.ͳ  and τ = 10, at  Pe= 1, 50, 100, 200 ,400. The 

distributions are rescaled using < �� > and <��ଶ > of the 

single particle distribution, plotted here as a  continuous line. The 

threshold is signaled by a vertical black arrow.  

IV. CONCLUSIONS 

We have shown that, beyond the macroscopic MIPS transition 

previously discussed, active particles also exhibit a transition at 

fluctuating level.   This is between a gaseous phase, where the 

particle internal energy is spent into self-propulsion, and one 

where this energy supports cluster formation, even on short time 

scales.  The associated breakdown of the LDP reflects the 

importance, in terms of probabilistic weight, of clustering-related 

fluctuations with respect to thermal ones.     
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I. THE UNSOLVED PROBLEM 

Living beings are able to interact with or react to their 

environment and regulate the processes occurring at many levels 

down to the molecular one in remarkable ways. This property is 

called homeostasis and is driven by many complex interactions in 

cells through biomolecules mainly proteins and nucleic acids
1
. 

Two major questions arise in this context: 

• What makes the biomolecules to interact and stick together 

at short distances? 

• How can these biomolecules find each others in cells at a 

large distance, that is, up to several hundreds of 

nanometers? 

While interactions among biomolecules such as DNA, RNA or 

proteins do not exhibit strict spatial organization, the maintenance 

of the homeostasis and of the cell functions are based on a precise 

timing, with temporally, or dynamically, driven patterns. It 

implies that the right biomolecules have to be at the right place, at 

the right time and following the right sequence/organization. 

Biomolecules are generically experiencing Brownian diffusion, 

due to random collisions with water molecules, however such 

efficient encounters between cognate partners of biochemical 

reactions can hardly be explained only by such random forces, 

especially when the concentration of one interactor is low, 

because random encounters alone would lead to average meeting 

times much larger than the observed ones.  

II. STATE OF THE ART 

During the last decades, an attempt to account for accelerating 

mechanisms resorted to the idea of facilitated diffusion, that has 

been proposed by Richter and Eigen
2
 to describe the 

unspecifically binding of the repressor to the DNA and its 

diffusion along the chain to the operator region that serves as a 

target for this process. But while this model explains how 

molecules can quickly find their targets by sliding on the DNA 

strands, it fails to explain how free simple components in bulk 

cytoplasm can be recruited with such a precision. 

Consequently, the present understanding and description of the 

biomolecular dynamics can be considered incomplete, and, in fact, 

a progress was sought by putting forward the hypothesis of the 

existence of mutual interactions between the biomolecular com- 

ponents within the cellular length scale (distances between 0.1 and 

1 µm), making the cognate partners able to interact dynamically 

and with precision. The selectivity of the interactions is another 

major characteristic to establish the encounter between the right 

molecules, and an activation mechanism is required in order to 

make these interactions act only at the right moment. 

Nowadays biomolecular interactions are mainly described as 

physical contacts considering hydrophobic or electrostatic 

interactions, protrusion, planarity, accessible surface area and 

many other parameters, some being obligatory, some permanent 

and some others transient
3
. Most of these protein-protein 

interactions are due to hydrophobic effects, though hydrogen 

bonds, electrostatic interactions, and covalent bonds are also 

found. But could long-range electrodynamic interactions enter the 

protein-protein interactions schemes? These electrodynamic 

interactions could bring new information about protein association 

prediction and the way they interact. 

III. THEORETICAL APPROACH 

Modeling a system of interacting molecules can be treated by 

molecular dynamics simulations considering a system composed 

of N identical molecules, modeled as spherical Brownian particles 

of radius R, mass M and a net number of electric charges Z, 

moving in a fluid with viscosity η at a fixed temperature T, 

interacting through a pairwise potential U(r) which depends only 

on the distance r between their centers. Under the assumption that 

the friction exerted by the fluid environment on the particles is 

described by Stokes' law, the dynamics of the system is given by 

N coupled Langevin equations
4 

that, in the overdamped limit, can 

be written as: 

γ
d
!
r
i

dt
= − ∇

j=1, j≠i

N

∑ U
!
r
i
−
!
r
j( )+ 2γk

B
T

!

ξ
i
(t)      (1) 

where 
!
r
i

 is the coordinate of the center of i-th particle, γ=6πηR is 

the friction coefficient and kB is the Boltzmann constant. The 

stochastic displacements are uncorrelated so that 

!

ξ
i
is 3N-

dimensional random process modeling the fluctuating force due to 

the collisions with water molecules, usually represented as a 

Gaussian white noise process. The explicit forms of the pairwise 

potential used in our simulations are the electrostatic interaction 

among identical molecules in electrolytic solution described by 

the Debye-Hückel potential and the long-range attractive dipolar 

potential
5,6

. For an experimental detectability of long-range 

interactions we chose the long-time diffusion coefficient D as 

main observable of the system described by Eq. (1):  

D = lim
t→∞

Δ
!
r
i
(t)

2

6t
       (2) 

In the following we will use the diffusion coefficient defined in 

Eq. (2) as relevant quantity to investigate biomolecular 

interactions.  

IV. EXPERIMENTAL APPROACH 

An interesting complement to the theoretical approach is 

represented by the experimental techniques called FCS 

(Fluorescence Correlation Spectroscopy) and FCCS (Fluorescence 
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Cross-Correlation Spectroscopy) since they can provide direct 

measurements of the diffusion process of biomolecules. Indeed 

the principle of the technique sketched in Fig. 1 is to record the 

fluctuations of fluorescence emitted in a confocal volume, then 

correlate the recorded trace which gives information about the 

diffusion time through the confocal volume
7
. It is frequently used 

to investigate translational and rotational diffusion, active 

transport and flow, photophysical and photochemical 

transformations, chemical reactions or molecular aggregation. 

 
Fig. 1. Panel A shows a typical FCS setup. DM is used for 

dichroic mirror, P for pinhole and Det for detector. The excitation 

beam comes from the left of the figure, it is reflected by DM0, then 

is focused on the sample with the objective. The fluorescence light 

is emitted in response to the excitation beam, it passes through 

DM0, through the pinholes to improved the focus, and hits the 

detectors. The correlation is then performed. Panel B is a cartoon 
illustrating the concept of FCS. Adapted from Ref. 

7 

 

The signals of fluorescence recorded are analyzed after 

correlation, which is an efficient method to study the fluctuations, 

as the following second-order intensity correlation function 

 G
ij
(τ ) =

δF
i
(t)δF

j
(t +τ )

F
i
F
j

 (3) 

 

with δFi,j the fluorescence signals fluctuations. If Fi = Fj (signals 

recorded by the same detector) then Eq. (1) is referred to as auto-

correlation function while if Fi ≠ Fj then it is a cross-correlation 

function. One can show that the analytical model for Gij 

essentially depends on the diffusion time of the tracer through the 

confocal volume τD, the number of molecules in the confocal 

volume N, the shape of the confocal volume and particularly the 

structure parameter s describing the spatial properties of the 

detection volume s = ωxy/ωz (where ω are 1/e
2
 radii of the sample 

volume directed perpendicularly to the optical axis and directed 

along the optical path). For a one-component system in a 3D 

environment the function G(τ) can be expressed as:  

 G(τ ) =
1

N

1

1+τ / τ
D( ) 1+ s2τ / τD

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

 (4) 

The analysis of the correlation functions obtained by the FCS 

setup can provide the diffusion coefficient linked to the 

correlation time by the relation τ
D
=ω

xy
2
/ 4D  and the average 

number of particles ⟨N⟩ in the detection volume through the 

relation G(0) =1/ N , that can be useful to obtain the particles 

concentration.  

 

V. DISCUSSION 

 

At the conference we will present and discuss recent theoretical 

and experimental results
8
 comparing the correlation functions and 

diffusion coefficients of samples constituted by proteins in watery 

solutions with different concentrations.  

We have found that Fluorescence Correlation Spectroscopy is 

certainly appropriate to detect intermolecular interactions in dilute 

systems, that is, when the solvated molecules interact at large 

distances. Significant variations of the diffusion coefficient are 

exhibited by theoretical as well as experimental results when the 

intermolecular distance becomes smaller than some characteristic 

value. Furthermore, this excellent quantitative agreement between 

the experimental outcomes and the corresponding numerical 

simulations has a twofold relevance. From the one side it confirms 

that the observed phenomenology, namely, the sudden bending of 

the diffusion coefficient when the average intermolecular distance 

is lowered below a critical value, as well as its pattern as a 

function of the intermolecular distance, are actually due to the 

electrostatic interaction among the solvated molecules. From the 

other side this validates the numerical algorithm and 

approximations adopted, suggesting that this numerical scheme 

can be safely applied to interpret the readouts of experiments. 
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INTRODUCTION 

Cardiovascular couplings are aimed on maintaining the blood 

pressure homeostasis. Baroreceptor activation or deactivation –
basic receptor of autonomic nervous system (ANS), occurs during 

transient changes in blood pressure. In response, a cardiac period 

is modified. It is believed that in fluctuations of the heart period 

or/and blood pressure, complex interactions between the 

cardiovascular system and ANS are hidden. However, though 

many efforts have been undertaken, our knowledge about these 

couplings is far from being satisfactory.  

 

Signals with recordings of heart accelerations and decelerations 

accompanied with  drops and rises in blood pressure invoked by 

the controlled body change during the head-up tilt (HUT) test 

could be an important source of information about the 

organization of the cardiovascular regulatory system. The 

asymmetry between accelerations and decelerations has been 

proposed as a measure of sympathetic activity of ANS, which is 

considered as crucial for efficiency in maintenance of the blood 

pressure balance. In accordance, the Generalized Porta Index 

(GPI) has been proposed1 to quantify asymmetry between positive 

and negative changes in a heart rate period by comparing the role 

of decelerations and accelerations by their probabilities. However, 

this comparative approach is not the only possible one, and the 

structure of the asymmetry between decelerations and 

accelerations can be investigated from an alternative perspective, 

namely by using the Multistructure Index2 (MI), which addresses 

the sizes of events. Here, we will discuss whether these two 

indices GPI and MI provide similar or complimentary information 

about the organization of regulatory mechanisms in cardiovascular 

system.  

MEASURES OF SIGNAL CHANGES 

If by Δ(i) one marks a change between subsequent i and i-1 values 

of  either time intervals (RR-intervals) between subsequent heart 

beats or values of systolic blood pressure (SBP) then, for any real 

q, one can consider the  functions:         ���ሺ�ሻ = ∑ ��ሺ∆−ሻ∆−∑ ��ሺ∆≠0ሻ∆≠0    ,      ��ሺ�ሻ = ∑   [∆+ሺ�ሻ]�∆+ሺ�ሻ+∑ | ∆≠0ሺ�ሻ|�∆≠0ሺ�ሻ         (1) 

 

with Δ+(i) / Δ-- (i) / Δ0(i)  denoting a positive/negative/non-zero 

change, respectively.  When Δ refers to RR-intervals, functions 

defined in Eq.(1) provide estimates for the participation of the 

probability that heart accelerates (case GPI) or for the 

participation of decelerations (case MI). When Δ represents 
changes in SBP, then GPI(q) quantifies the probability of falls, 

while MI(q) measures the role of the increases in SBP. So, both 

indices are estimators of the asymmetry of signals. But each index 

proposes a different frame for the asymmetry. GPI evaluates the 

proportions between accelerations and decelerations when events 

are quantified by their probability of occurrence. MI evaluates 

dynamical balance between decelerations and accelerations of the 

same size, and the deviation from such balance in the case of 

dominance of events of particular size. Both GPI and MI provide 

multiscale estimates of time series. The events with the highest 

probability dictate properties of GPI for large q. Rare events, from 

the tails of probability distributions, fix properties of GPI for 

negative q. Therefore, one can say that GPI(q) identifies 

asymmetry between the most typical dynamics (q > >  0) and then 

moves with q crossing 0 to characterize the asymmetry of the 

dynamics among rare events (q < <  0). The values of MI are 

driven by the size of an event. Positive and far from 0 values of q 

measure the proportion of occurrences of large size positive 

increments to all increments of the similar size. For q <  0, MI 

describes this proportion among the smallest size events. 

Consequently, one can say that MI separates asymmetric features 

of fast dynamics ( q > >  0 ) from slow dynamics ( q < <  0 ). 

 

The signals of RR-intervals and levels of SBP recorded during the 

HUT test have been used by us for GPI and MI estimates. The 

HUT tests were performed under paced breathing protocol what 

means that all the subjects synchronized their breathing rhythm 

with a recorded voice instruction to breathe in and out at a 

frequency of 0.25 Hz. Surface ECG (lead II) and beat-to-beat 

blood pressure were simultaneously measured using the Task 

Force Monitor system. Each subject remained in the supine 

position for 20 minutes for adaptation. Then the table was tilted to 

60 degrees and  each subject stayed in the upright position for the 

next 20 minutes (passive part of the HUT test). Each subject who 

did not faint before this time was administrated 400 micrograms 

of nitroglycerine (aerosol, sublingually) to stimulate active 

fainting, and the test was continued for the additional 10 minutes 

or until syncope occurred (active part of the HUT test). Only 

signals with completed passive and active parts of the HUT test 

were included into the further study. In the following we discuss 

properties of signals recorded during the adaptation part, but in 

relation to the overall effect of the HUT test: the subject fainted or 

not during the test. 

 

From a numerical point of view, the functions defined in Eq.1 are 

sensitive to  unbalanced extremes - minimal and maximal changes 
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in the signal. But minimal changes are related with properties of 

the equipment used, rather than with physiology arising from 

signals recorded. On the other side,  maximal changes might refer 

to more individual features of a subject than be representative of 

the features of the group. Therefore, our calculations were 

performed under the restrictions: 3 ms ≤ ΔRR(i) ≤ 200 ms    and   
0.2 mmHg ≤ ΔSBP(i) ≤ 10 mmHg . 

RESULTS 

Both indices capture properties of the distributions of increments. 

A typical distribution of ΔRR or ΔSBP is sharply peaked around 

the zero. Hence, the smallest increments are usually the most 

probable events, and the largest changes coincide with the least 

probable events. In consequence, for any signal, when q is far 

from 0, the profiles of functions GPI(q) and MI(q) are related with 

each other by a point symmetry with respect to the point (0, 0.5). 

In Fig.1, plots of MI(q) and GPI(q) are shown in a way which  

emphasizes this symmetry. Properties of the most probable events 

(GPI) and of the smallest size (MI) are in the right parts of figures 

while the most rare events (of the largest size) are in the left parts 

of the figures. 
  

 

 
FIG.1 Plots of the mean GPI(q) and MI(q) with std errs 

obtained for the group of healthy people (CG: 29 people)  and 

vasovagal sensitive patients with a history of syncope and who 

fainted in the HUT test (VVS: 54 patients). H stands for 

recordings in horizontal position when the subjects were at rest, 

awaiting for tilting. 

 

From Fig.1 we see that properties of MI(q) and GPI(q) should be 

considered in the following three regimes:  q ≥ +2, namely to MI describing the fastest dynamics, 

and GPI describing the most typical dynamics;   q ≤ -2, describing the slowest dynamics in the case of 

MI, and the extraordinary events in the case of GPI;  -2 ≤ q ≤ 2, mid-size events, corresponding to the 

transient scales. 

The mean values of the indices are not much distant from the 

value 0.5 which describes the balanced participation of the 

negative and positive increments. However, in the case of CG 

group, there is a clear asymmetry with domination of accelerations 

displayed by MI when q < 2 (statistically significant for  -1 < q < 

2) and by GPI when q > 1. There are also noticeable turns in 

predominance in SBP signals detected by both indices when q is 

changing from negative to positive values. This predominance 

means smooth transition to the opposite asymmetry when q 

changes from q < -2 to q > 2. From that, we see that both indices 

consistently describe a homeostatic state of SBP in CG group as 

maintained by more frequent rises of smaller size which are 

balanced by rare larger falls. Accordingly, the heart rhythm 

presents a slight domination of small and mid-size accelerations, 

balanced by occasional large decelerations. These changes can be 

summarized as follows. Steady sympathetic activity is rarely 

switched off by activation of the parasympathetic system. All 

together indicates at the stable regulation served by the ANS. 

The profiles of MI(q) and GPI(q) obtained from signals of the 

patient group VVS are quite different from the profiles found for 

the CG group. In particular, the indices do not provide plots 

symmetrical with respect the line f(q) = 0.5 or the point (0,0.5) as 

it is evident in case of healthy people. The GPI plots indicate that 

the most probable events exhibit domination of falls in SBP, while 

in the case of the healthy subjects rises dominate over falls. Also 

over presence of large rises is evident. The overall profiles of 

indices of ΔRR are more-less in agreement with the profiles 

obtained for healthy people. Consequently, it seems that changes 

in SBP are driven more strongly by some other term than the 

autonomic regulation. Probably, the circulation of nitric oxygen in 

vascular tissue serves this regulation.  Hence, in VVS patients, a 

homeostatic state of BP after large rises is restored by local 

processes in which the vascular tissue is involved.  

DISCUSSION AND CONSLUSIONS 

It occurs that from changes in time series describing the 

cardiovascular system, we can learn how the regulation is driven. 

The considered indices enhance different aspects of couplings in 

the cardiovascular system. GPI scales with the event probability, 

hence evaluates statistics of typical vs rare events. MI scaling with 

the event size gives insight into fast vs slow processes. As 

different proportions and time scales could be related to various 

physiological phenomena, the indices provide  consistent but 

supplementary of insights into properties of the underlying 

dynamics. Concluding, both indices support each other and 

provide supplementary information. 

 

Multiscale approach, applied to RR-intervals and SBP signals 

recorded on people during the HUT test, have provided different 

quantifications for the activity of the sympathetic part of ANS in 

healthy people and vasovagal sensitive patients. In particular, we 

have found that in case of VVS patients stability of blood pressure 

could be strongly influenced by processes undergoing in the 

vascular tissue than by the ANS which is the main driver  in case 

of healthy people. 

 

 

 
1 D. Makowiec, B. Graff, W. Miklaszewski, D. Wejer, A. 

Kaczkowska, Sz. Budrejko and Z.R. Struzik, Europhysics 

Letters 110(2),  28002  (2016). 
2 D. Makowiec, B. Graff, Z.R. Struzik, Scientific  Reports  

7:419 (2017). 
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I. INTRODUCTION 

Random Telegraph Noise (RTN) typically appears in fluctuations 
of the conductivity of mesoscopic systems, when the size of the 
system is reduced to such extend that it contains only few, or just 
a single active two-level fluctuator (TLF). An elementary two-
level fluctuator, such as a defect capable of trapping/detrapping 
charge carriers, randomly switches the conductivity of the entire 
system between two fixed values, referred to as up and down RTN 
states, and corresponding to a loaded/empty charge trap. With 
increasing system size, the number of TLFs in the system volume 
increases and their incoherent superposition leads to appearance of 
1/f-like conductivity noise. Therefore, in macroscopic systems the 
individual elementary TLF switchers should not be visible. 
Neverteless, in strongly correlated electron systems, such as 
superconductors, in particular high-Tc cuprates, or magnetic 
systems such as colossal magnetoresistive (CMR) manganites, 
RTN shows out also in macroscopically large samples.1,2 
Macroscopic RTN cannot be due to an elementary TLF, 
associated with a single defect, but to a macroscopic size TLF 
capable of changing the state of the system on the length scale 
comparable with the size of the investigated system. Only in the 
most trivial case of strongly inhomogeneous and bulk materials 
with percolation-like conductivity, even above the percolation 
threshold there will be always local "bottlenecks" in the 
conducting paths, which funnels the current and leads to large 
local voltage drops. Active microscopic two-level fluctuators 
located near such a bottlenecks can give rise to RTN fluctuations 
in the conductivity of the entire large system.  

II. MACROSCOPIC RTN IN TYPE-II 
SUPERCONDUCTING SYSTEMS 

The macroscopic RTN appearing in superconducting systems is 
characterized by strong dependence of its parameters on applied 
magnetic field and bias conditions.1,3-5 The dependence of RTN 
amplitude on bias current are markedly different in the low and 
high bias regime. In a low bias regime, the RTN amplitude depend 
on bias current in a nonlinear and a non-monotonic way. It 
initially increases rapidly with increasing current, and then 
reaches the maximum and slowly decreases with further current 
increase.4 The average lifetimes of the opposite RTN states, τuo 
and τdn, depend differently on applied bias. When the lifetime of 
the up RTN state increases exponentially with bias current, 
suggesting a linear increase of the activation energy barrier with 
bias current, the lifetime of the down state varies in a non-
exponential and a non-monotonic way with increasing bias 
current. Moreover, the behavior of the lifetimes at low bias current 
mirrors that at high currents, meaning that the type of bias 

dependencies of τuo and τdn are exchanged. In addition, 
macroscopic RTN in superconducting systems shows some exotic 
features such as an additional RTN amplitude or frequency 
modulation of the basic RTN waveform. 
Several features of the macroscopic RTN in superconductors 
indicate magnetic flux origin of the noise.3-5 Indeed, the system of 
magnetic flux vortices in type-II superconductors occupies the 
entire volume of a superconducting specimen and its motion leads 
to dissipation and appearance of voltages across a superconductor 
biased with current exceeding the pinning current of the vortex 
system. However, the understanding of the physical mechanism 
generating the macroscopic RTN by the vortex system and proper 
explanation of the noise characteristics are still missing and 
remain one of the unsolved problems of noise. 
The presentation will propose a possible solution of the problem 
by proposing that macroscopic RTN is due to the dynamic 
coexistence of disordered and ordered vortex matter in a 
superconducting specimen.6,7 The disordered phase is dominated 
by the vortex-pin interactions and has higher critical current than 
the ordered phase in which vortex-vortex interactions dominate, 
resulting pinning is a weaker pinning. The vortex density in the 
disordered phase is also higher than the density of the ordered 
phase. These factors lead to the crossing of the I-V characteristics 
of both phases,8 what allows for two metastable voltage states at a 
single constant current bias. The two phases dynamically coexist 
is a superconducting specimen sample due to the edge vortex 
contamination mechanism.6,7 In the superconducting dissipative 
state, the disordered vortex phase is continuously randomly 
injected into the sample through the surface energy barrier against 
vortex penetration. The disordered phase randomly anneals then 
into the ordered phase while flowing deeper into the sample, away 
from the edge.  
This scenario allows one to understand many of the exotic features 
of the macroscopic RTN in superconductors but requires 
significant modifications to the two-level fluctuator concept. The 
standard TLF, composed of two energy wells separated by a 
barrier, has to be replaced by a fluctuator with one energy well 
only. A plane with randomly distributed holes models the second 
RTN state. The lifetime in this state corresponds to the time 
elapsing before the system, thermally ejected from the energy well 
of the first RTN state to the plane of the second state, falls into 
one of the holes of the random billiard. The system falling into 
any hole is immediately reinjected directly back to the energy well 
of the first RTN state.  

III. MACROSCOPIC RTN IN CMR 
MANGANITES 

Random telegraph noise in colossal magnetoresistive (CMR) 
manganites is ascribed to two possible mechanisms. It may be 
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regarded as a spectacular manifestation of phase separation and 
coexistence of percolating paths with significantly different 
conductivity.2,9-14 Alternatively, it can be ascribed to strong 
fluctuations of magnetic moments, most prone to occur in the 
vicinity of the paramagnetic (PM) to ferromagnetic (FM) phase 
transition. Magnetic moment fluctuations couple to the resistivity 
through pronounced CMR effect.9-10  
Two-level resistance switching with amplitudes ranging from 
0.01% to 0.2% of the total sample resistance were observed in 
single crystals and thin films of La1-xCaxMnO3 (LCMO).9-12 
Multi-level RTN with amplitudes in the range of 10% of the total 
sample resistance was found in highly resistive Pr1-xCaxMnO3 
system, characterized by current induced switching into 
metastable high resistivity states.2,13 We have reported bias 
sensitive giant RTN with amplitude exceeding 10% of the total 
sample resistance in LCMO Ca-doped at x=0.18.15 RTN 
fluctuations were also associated with electronic phase transitions 
in manganites at low temperatures.16,17 
All above manifestations of macroscopic RTN in CMR 
manganites are typically limited to relatively narrow temperature 
ranges and show strongly applied magnetic field and bias 
dependent switching rates.  
We have recently reported on appearance of unusual macroscopic 
RTN conductivity fluctuations in ferromagnetic insulating 
La0.86Ca0.14MnO3 manganite single crystals.18 The observed RTN 
was very robust and persisted in extremely large, more than 50 K, 
temperature range, while the standard macroscopic RTN in 
manganites can be followed only in temperature intervals of  few 

degrees Kelvin only. Moreover, the robust RTN demonstrates 
switching rates, which are, surprisingly, completely bias and 
magnetic field independent while its amplitude is a non-
monotonic function of temperature and decreases with increasing 
bias. 
The mechanism of the robust macroscopic RTN is one more 
unsolved problem of noise. Although in our recent paper it was 
tentatively associated with dynamic current redistribution and 
feedback mechanism provided by the current dependent 
resistivity, the physical mechanism governing both phenomena is 
still not fully known. In particular, we have gathered convincing 
evidence that the feedback mechanism is due to Meyer-Neldel 
compensation rule (NMR),20 but the nature of the multi-excitation 
entropy behind the NMR in mixed valence low-doped manganites 
remains obscure. 
 
Finally, one notes that macroscopic random telegraph fluctuations 
in various strongly correlated systems have profoundly different 
physical origin. However, the common denominator to all of them 
is the phase separation and dynamic coexistence of phases with 
markedly different properties. Among different types of phase 
separation, only the electronic phase separation is restricted to 
strongly correlated systems. Thus, the following last open problem 
of the discussed subject emerges: are the nontrivial, not the 
bottleneck type, macroscopic random telegraph nose 
manifestations limited only to strongly correlated materials.  
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I. INTRODUCTION 

Quasi-two-dimensional organic charge-transfer salts (BEDT-
TTF)2X based on the donor molecule bisethylenedithio-
tetrathiafulvalene (BEDT-TTF) and a monovalent anion X have 
been recognized as model systems to study the Mott metal-insulator 
transition (MIT) – a key phenomenon in modern condensed-matter 

physics – in reduced dimensions1. At the Mott transition, a charge 
gap opens due to the strong electron-electron interactions 
characterized by the ratio of bandwidth W to on-site Coulomb 
interaction U. The model character of these materials becomes 
manifest in (i) their rich phase diagrams, and (ii) the possibility of 
fine-tuning the materials via the ratio W/U and therefore the 
strength of electronic correlations by using subtle physical or 
chemical means. 

In the phase diagram of κ-(BEDT-TTF)2Cu[N(CN)2]Z, the phase 
boundary of the first-order Mott MIT, which terminates in a second-
order critical point2, separates an antiferromagnetic insulating/ 
ferroelectric state (for low pressure, small W/U, Z = Cl) from a 
metallic/superconducting one (for high pressure, large W/U, Z = 
Br). By fine-tuning across the transition, the various phases and the 
properties of the finite-temperature critical endpoint of the Mott 
transition can be accessed. Fundamental aspects that recently have 

attracted considerable interest are the question of the universal 
critical properties (unconventional criticality vs. 2D Ising), the 
description of the anomalous metallic state (pseudogap behavior), 
the symmetry of the superconducting ground state (s-wave vs. d-
wave pairing), the role of phase separation and percolation, and the 
interrelation of disorder and strong electronic correlations. 

 
About ten years ago, we have employed fluctuation spectroscopy 

for the first time to these materials in order to study the low-

frequency dynamics of charge carriers, see Ref.3 for an overview of 
earlier studies. Since then, a number of interesting physical 
problems related to the above-mentioned aspects have been 
addressed and better understood, namely (1) spatial electronic 
inhomogeneities, i.e.\ electronic phase separation and percolation 
in the coexisting region of competing ground states4, (2) glass-like 
structural excitations, involving the coupling of molecular degrees 
of freedom to the electronic transport5, (3) charge crystallization 

and vitrification leading to heterogeneous slow dynamics6, and (4) 
critical charge carrier dynamics at the Mott transition leading to 
critical slowing down of the charge fluctuations and ergodicity 
breaking7. Current efforts involve the investigation of (5) the low-
frequency charge carrier dynamics deep in the insulating phase of 
dimer Mott systems showing intriguing dielectric relaxation or 
ferroelectricity. 

  

 

II. ANALYSIS OF 1/F-NOISE 

Due to relatively large Hooge parameters, generic 1/�-type 
fluctuations are widely observed in the molecular conductors 

(BEDT-TTF)2X. A microscopic theory to explain the 1/�-noise, 
however, is lacking. Therefore, the phenomenological DDH model8 
of non-exponential kinetics is employed, and very often works 
successfully. 
 

 
 
FIG. 1 (a) Resistance (blue) and resistance noise (red) of deuterated κ-

(BEDT-TTF)2Cu[N(CN)2]Br9,5 (in short: κ-D8-Br). (b) Frequency exponent 

�(�) measured and calculated after Eq. (2). (c) Distribution of activation 

energies �(�) extracted from the DDH model, Eq. (3). (d) Frequency 

exponent of a different, partially deuterated sample κ-H8/D8-Br located at a 

different position in the phase diagram.   

 
FIG. 1(a) shows a typical noise measurement on a deuterated 

system κ-(BEDT-TTF)2Cu[N(CN)2]Br (in short: κ-D8-Br), which in 
the phase diagram is located on the insulating side, only slightly 
away from the critical point9,5. Black line is the continuous 

resistance measurement during cooldown. During warmup in 

discrete steps, the resistance (blue squares) and 1/�-noise spectra 
(red circles) have been obtained. The latter are shown as the spectral 

weight integrated over the measured frequency range � =
10	��� − 100	��. Clearly, the fluctuation properties reveal 
additional information, not present in the mean value of the 
resistance.  

Strikingly, the temperature dependence of the observed 1/�1-
noise is described very well by the extended10 DDH model8 

 

�3(�, �) ∝ ∫�(�) 8(9)
:;[8(9)=>?]A�(�)��,                                      (1) 
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for which the distribution of activation energies �(�) determines 
both the temperature dependence of the noise magnitude and the 

deviations of the frequency exponent �(�) from being equal to 1. 
This allows for a consistency check of the assumptions of the 

model, namely independent (Gaussian) fluctuators � =	 �Dexp	(�/
�I�) that are thermally activated and couple linearly to the 
measured resistance, by comparing 

 

�(�) = 1 − :
JK(=>?8L)

MN JK OP(?,Q)N JKQ − N JKR(Q)
N JKQ − 1S                         (2) 

 
with the measured data, which is shown in FIG. 1(b) for the noise 
data of FIG. 1(a). The function g(T) often is invoked to explain a 
temperature dependent change of the number of fluctuators or their 
coupling to the resistance fluctuations resulting in a constant offset 

if �(�) = ��U. A good correspondence of measured �(�) and 

model calculation then justifies to determine �(�) by 
 

�(�) ∝ =>?OP(?,Q)
VWQ

:
R(Q)                                                                        (3) 

 

where the large logarithmic factor in � =	−�I� ln(2���D) 
allows to access ordinary activation energies in solids. The 

distribution �(�) determined from the data in FIG. 1(a) is shown 
in FIG. 1(c). Note that the fluctuators in the DDH model are not 

specified a priori. However, the energy � = 260	��� of the 

pronounced maximum of �(�) is well known in κ-(BEDT-TTF)2X 
and can be assigned to the rotational degrees of freedom of the 
ethylene endgroups of the BEDT-TTF molecules5. These structural 
degrees of freedom undergo a glassy freezing transition at 

�R~	76	� and their thermal motion result in the large noise peak at 

about 100	� in our frequency window. In contrast, the fine-
structure at lower temperatures, which is also described well by the 
DDH model, is attributed to electronic correlations, namely a 
sudden slowing down of the charge fluctuations due to the vicinity 
to the critical endpoint of the Mott metal-insulator transition9.  
Indeed, in a different, partially deuterated sample, which has been 
tuned through the critical region of the phase diagram, we observe 

a diverging increase of the resistance fluctuations (amplitude of the 
1/f-noise) and the critical slowing down of the order-parameter 
fluctuations (dramatic shift of spectral weight to low frequencies)7. 
 

III. UNSOLVED PROBLEMS 

Besides the ubiquitous 1/�-noise in low-dimensional molecular 
metals that can often be well described with the generalized DDH 
model, a number of technical and also fundamental questions 
remain to be understood.  

FIG. 1(d) shows the measured �(�) and the DDH model 
calculation for a different, partially deuterated sample κ-H8/D8-Br 

being located closer to the critical endpoint of the Mott metal-
insulator transition. Strikingly, there is a distinct temperature 
region, where the model description fails, whereas at higher and 
lower temperatures the agreement is very good. Obviously, in a 
distinct temperature region, the basic assumptions of the model 

(independent fluctuators, linear coupling to the resistivity) are not 
fulfilled.  

In the context of 1/�-noise measurements on multiferroic 
organic Mott insulators / paramagnetic superconductors (BEDT-
TTF)2X and related compounds, we will present a systematic study 
of the applicability of the DDH model and discuss scenarios, where 
a satisfying understanding of the experimental observations has not 
yet been achieved. Selected open issues are: 
• The assignment of calculated activation energies resulting in 

the observed enhanced 1/�-noise.  
• The meaning of the relatively large width of the distribution 

function �(�).  
• The relevance of the vertical offset function �(�) in certain 

sections of the temperature axis and the physical meaning 

of �(�), e.g. for electronic scattering processes (i.e. the 
sample resistance).  

• A frequently observed horizontal offset of the measured and 

calculated �(�) on the temperature axis.  
• The physical origin of (occasionally observed) good qualitative 

but not satisfying quantitative agreement. 
• Distinct temperature regions, where obvious deviations from 

the DDH model have a physical meaning, see e.g. FIG. 
1(d). Signature of ergodicity breaking? 

• Understanding diverging, extremely slow fluctuations in 

correlated electron systems in general. Signature of a glassy 
electronic state? Does the coupling to the elastic properties 
of the underlying crystal lattice11 have to be taken into 
account? What about the low-frequency cutoff?   

• Models beyond DDH.  
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I. INTRODUCTION 

Ground based, kilometer scale Gravitational Waves Detectors 

(GWD) like Advanced Virgo1, Advanced LIGO2 and KAGRA3, 

use laser interferometry to monitor the length variations between 

two mirrors with extremely high resolution. The mechanical 

thermal noise coming from the fundamental Brownian motion of 

the surface of these mirror is expected to set the ultimate limit to 

their resolution. According to the fluctuation-dissipation theorem, 

this thermal noise originates in the mechanical dissipation of the 

optical coating materials used to give these mirrors their 

reflectivity4. KAGRA will be the first GWD to operate with 

mirrors cooled down to 10 K, as a mean to reduce this thermal 

noise, and future GWD project like the Einstein Telescope5 will 

also use cryocooled mirrors. Several fundamental and 

metrological issues arise. As temperature is lowered, changes in 

the coating properties may lead to additional dissipation, defeating 

the purpose of cryogenic operation6. Also, mirrors both cooled via 

thermal conduction and heated via the unwanted absorption of 

laser power will be subjected to a thermal gradient, a non-

equilibrium state where both the temperature of the system and the 

fluctuation-dissipation relation need to be redefined. 

To help in solving these noise problems, we propose a new 

instrument, the CryoQPDI, able to measure directly the thermal 

noise induced motion of micromachined cantilever in high 

vacuum and down to 7 K, using a special homodyne laser 

interferometer. Measurements made before and after a coating 

deposition allow us to extract meaningful information about the 

coating intrinsic dissipation7. Absorption of laser light power can 

be used to submit a cantilever to a controlled temperature 

gradient, also making our system an appealing platform for out-of-

equilibrium thermodynamic experiments8. 

II. THE CRYOQPDI PROJECT: AN 

OVERVIEW 

The acronym CryoQPDI stand for “Quadrature Phase 
Differential Interferometry on cryocooled microresonator”. Our 
system consists in the combination of a pulse-tube based cryostat 

and an improved quadrature phase differential interferometer 

(QPDI), based on optical scheme developed by Bellon & al9 (Fig. 

(1)). The fundamental thermal noise induced motion of 

rectangular micromachined cantilever – see the sketch in the inset 

of Fig. (2) – can be measured at a pressure between 10-6 and 10-8 

mbar, anywhere between 7 K and room temperature. 

As shown in Fig. (2), the power spectral density (PSD) of the 

displacement is characterized by a set of independent quasi-

harmonic oscillators corresponding to the out-of-plane normal 

mode of the cantilever. Such a thermal noise spectrum contains 

information about the elastic properties of the materials the 

cantilever is made from, and about the internal dissipation  

 
FIG. 1: An overview of the CryoQPDI. 1-cryostat; 2-Pulse tube 

cryocooler; 3-hybrid high vacuum pumping stage; 4-sample cold 

plate, accessible through optical windows; 5-QPDI 

 

 

processes at work10,11. We interpret these spectra with a 

combination of continuum mechanic and thermodynamic models. 

An example of this procedure, based on a curve fit of the thermal 

noise spectrum, has been published7. This reference also gives the 

model used to extract coatings mechanical properties from the 

measurements made on coated cantilevers. 

 

 

 
FIG. 2: Thermal Noise spectrum measured on a 500×90×1 μm  

silicon cantilever. Fourteen vibration mode are measured. We can 

achieve a typical noise floor of 10 pm/ Hz  on an 800 kHz 

bandwidth.  
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III. THE PRESENTATION 

For each mode n of stiffness kn, the mean square deflection 

2
nd  from thermal noise is given by the equipartition theorem: 

 

21 1

2 2
n n Bk d k T        (1) 

For the cantilevers used here, we expect a typical 
2
nd  of Ͳ.ͳ nm. Even if the very low stiffness of our cantilevers makes 

direct detection of thermal noise possible, it remains a challenging 

measurement. Additionally, in our quest for accurate result, we 

identified many published sources of error, related to e.g. optical 

spot size and position correction12, the curve fitting procedure13, 

or the interferometer calibration14. 

In this presentation, we plan to review the thermal noise 

problem in gravitational wave detectors, together with the theories 

used to model thermal noise for coated and uncoated resonators. 

We will then give a presentation of our system, disclosing how the 

many challenges associated with direct thermal noise 

measurement have been addressed, and explaining how our 

experimental strategy improve upon currently available methods 

and results. Eventually, we will set forth our first measurement at 

both room and cryogenic temperature. But beyond the 

measurement of coating materials parameters, we want to provide 

experimental results to help a better understanding of a set of open 

problems related to coating thermal noise interpretation: 

 

- A typical high reflectivity coating is made from a multilayer 

stack forming a Bragg reflector. A model summing the 

contribution of each layer fails to predict the dissipation of 

the stack. Additional interfacial losses between layers have 

been proposed as a possible explanation, but currently 

available results give incompatible conclusion4.  

 
- Some currently available results from dissipation 

measurement at low temperature show additional coating 

dissipation around 10 to 30 K, lacking an explanation6. 

 

- Unwanted absorption of laser power may apply a 

temperature gradient both on our cantilevers and GWD 

mirrors. The resulting out-of-equilibrium state demand a 

new theoretical framework. Cryogenic operation is expected 

to emphasize this issue15. 
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I. INTRODUCTION 

Carbon nanoparticles’ (nanotubes, onion-like carbon, exfoliated 

graphite, etc.) based composite materials are potential candidates 

for numerous applications in nanostructure electronics and 

bioelectronics1, 2. Carbon nanoparticles enable fabrication of 

materials with desired electrical, chemical, thermal characteristics. 

These composites distinguish by high mechanical stability and 

flame resistance. Also devices with carbon nanoparticles are 

presumed to have immunity to excess electrical noise that in general 

tends to increase as the dimensions of the structure decrease3, 4.  

The composite material is the disordered structure. Carbon 

inclusions can be treated as conductive particles (that make up a 

percolation network) in dielectric matrix. Electromagnetic 

properties of such composites varies from metallic to non-metallic 

behavior and are greatly dependent on the carbon particle’s 

features: geometry, functionalization type, density, orientation and 

distribution in the matrix5. Studies of electrical conductivity in 

disordered solids are a topic of considerable interest6 and clearance 

of charge carrier transport mechanisms in new materials is 

important for many of their applications.  

The low frequency noise measurement is well known sensitive 

experimental tool that gives information on physical processes in 

various materials, structures and devices7-10. Analyses of noise 

characteristics enables clearing-up the charge carrier transport and 

conduction mechanisms in composite materials7, 10. On the other 

hand, the low frequency noise is a limiting factor for signal 

detection in sensor applications.  

The noise in epoxy-carbon composites is caused by the 

impurities in carbon particles or defects in their structure, and, as 

well as conductivity, depends on the particles’ dimensions, density, 

and distribution1, 2, 11, 12. 1/f-type fluctuations are mainly observed 

in such materials7, 13. Also the contribution of the fluctuations in the 

polymer matrix should be taken into account7, 8, 12. 

In this paper we present comprehensive investigation of low 

frequency noise characteristics in wide temperature range of epoxy-

based composite materials with carbon nanoparticles: single-walled 

carbon nanotubes, multi-walled carbon nanotubes, exfoliated 

graphite, carbon black, and onion-like carbon. The aim of the work 

was to clear up the charge carrier transport mechanisms in the 

epoxy-carbon composites, to determine, how low frequency noise 

characteristics of the investigated materials depend on the carbon 

nanoparticles type, their surface treatment, density. 

II. MATERIALS AND 

EXPERIMENTAL DETAILS 

Composites with different carbon particles dispersed in epoxy 

resin were investigated: single-walled carbon nanotubes 

(SWCNTs), multi- walled carbon nanotubes (MWCNTs), 

exfoliated graphite (EG), high surface-area carbon black (CBH), 

and onion–like carbon (OLC) (Table 1). The features of fabrication 

process, geometry, electromagnetic and mechanical properties of 

the corresponding composites were reported in11, 12, 14-16. All 

investigated materials were above the percolation threshold. The 

resistivity of the materials was constant in particular voltage range 

and at higher electrical field the resistance of such composites starts 

to decrease7, 17. Therefore, the resistivity value presented in Table 1 

corresponds the lower voltage region where it is constant. 

Features of CNT’s surface has noticeable influence to the 

dielectric behavior and the electrical conductivity of composite 

materials5, 19. For the investigation of this influence the materials 

with the same MWCNTs, but with different their surface treatment 

have been investigated: samples No. 4 (amino-grafted) and 5 

(epoxy-grafted) (Table 1). Epoxy-grafted material was fabricated 

by mechanically dispersing MWCNTs in bisphenol-A based liquid 

epoxy resin on the first stage of the fabrication, while amino- 

grafted CNTs were dispersed in polyethylene polyamine 

hardener14. 

TABLE 1. Parameters of the investigated materials (the presented resistivity value is at room temperature at the voltage region, where 

constant resistivity was observed). 

   No. Type of carbon particles Density of fillers, wt.% Percolation threshold, wt.% Resistivity, km Special features 

1. OLC + MWCNT 7 + 0.5  0.030  

2. EG 2 1.5 0.045  

3. OLC + MWCNT 7 + 1  1.3  

4. MWCNT 0.3 0.05-0.08 1.6 amino-grafted CNTs 

5. MWCNT 0.3 0.03-0.05 1.9 epoxy-grafted CNTs 

6. CHB 2 0.5 2.3  

7. SWCNT 2 0.25 26 plus curing agent A1 

8. OLC 7  56  

9. SWCNT 2 0.25 182  

10. MWCNT 0.08 0,05-0,08 2073 amino-grafted CNTs 

11. OLC + MWCNT 5 + 0.5  17175  
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It is relevant to find composites that distinguish by low 

percolation threshold with a minimal concentration of expensive 

fillers and at the same time have optimal mechanical properties. 

Therefore, we have investigated materials with MWCNT and 

onion-like carbon particles: with single type of inclusions and with 

both of them with different density of fillers (samples No. 1, 3, 8, 

and 11 (Table 1)). 

The low-frequency fluctuations were measured in frequency 

range from 10 Hz to 20 kHz at temperatures ranging from 73 K to 

380 K. The voltage noise was measured under constant current 

operation and noise spectral density was evaluated by comparing to 

the thermal noise of the standard resistor. 

III. RESULTS 

Low frequency noise spectra of investigated materials are 1/f -

type. For some samples at particular temperature Lorentzian-type 

components with characteristic times in the range of hundreds of 

microseconds were observed. The noise spectral density is mainly 

proportional to the squared voltage (Fig. 1), what shows on the 

resistance fluctuations. The dominant conduction mechanism in the 

investigated composites is tunneling inside and between carbon 

nanoparticles controlled by the charge carrier capture and release 

processes in localized states. 

Some investigated materials (samples No. 8, 9 and 10) 

demonstrate slower increase of noise spectral density with voltage 

(Fig. 1). This behavior is characteristic for materials with large 

resistivity (low density of conductive fillers) and can be attributed 

to the tunneling through defects in the polymer matrix. These 

materials also demonstrate higher noise level if compare noise 

spectral density normalized to the voltage. 

Low frequency noise characteristics dependency on temperature 

is weak. More rapid noise intensity variation with temperature is 

observed in the range (250-340) K. At this temperature region 

expansion of polymer matrix starts, what increases distances 

between carbon nanoparticles, and resistivity of the material 

increases18. Above 340 K the conductivity in the matrix becomes 

significant. Therefore more rapid noise intensity changes with 

temperature were observed in the temperature range where changes 

of the conduction mechanism occur. 
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FIG. 1. Voltage noise spectral density dependency on voltage at 

room temperature and fixed 86 Hz frequency. 

 

Composites with amino-grafted MWCNT’s have shown lower 

resistivity and more intensive low frequency fluctuations 

comparing to the epoxy-grafted MWCNTs material, what shows 

that MWCNTs’ surface treatment by polyethylene polyamine leads 

to the larger density of the surface states. 

IV. CONCLUSIONS 

Low-frequency noise spectra of investigated epoxy-based 

composites with carbon nanoparticles comprises of 1/f-type and 

Lorentzian-type components. The noise spectral density is 

proportional to the voltage square – resistance fluctuations are 

prevailing.  

The dominant conduction mechanisms in the investigated 

composites are tunneling inside the carbon nanoparticles and 

between them controlled by the random charge carrier capture and 

release processes in localized states in the polymer matrix. 

Differences of the investigated materials lead to the different 

conductivity value and the different noise level, but have no 

influence to the prevailing conduction mechanisms.  
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The organisation of biological form and function is a classic 
problem, cut-crossing disciplines, which include a variety of 
complex spatiotemporal patterns. Historically, work first focused 
into understanding oscillations and, more recently, attention 
included scale-free collective fluctuations, some of them shown to 
correspond to critical phenomena [1, 2]. In this lecture we will 
review our most recent work across several scales characterizing 
such phenomena in brain function [3, 4], proteins [5] and 
mitochondria networks [6].  
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Much guess work has been published about the information 
storage capacity of the brain, including a petabyte assumption [1]. 
However the fact that the brain is a noise-based processor and its 
exact function and "coding" is unknown, make these guesses 
questionable. 
 
Suppose a neural logic system where all the neurons and synapses 
are involved with storage. How large is the information storage 
capacity M expressed in bits? The synapse numbers S is much 
higher than neuron number N, S >> N, but the synapse 
connections are probabilistic. Some preliminary considerations 
and questions: 

− The simplest situation: assume deterministic synapses: P = 0 
or 1 probability of transfer. What is then the storage capacity? 

− How does this change if the connections are probabilistic? 
− Is the P = 0.5 situation special somehow? 
− Lower limit, upper limit? Is it M = N and M = S, or more 

involved? 
− How much is the information channel capacity? Its maximum 

must be in the order of the total firing frequency.  
− But how to define it? What is the input, what is the output? 
− Associate memory: Does the smaller logic unit contain the 

larger one and, if so what is the implication? 
 
 

 
1. Salk Institute, "Memory capacity of brain is 10 times more than 

previously thought", Science Daily, January 20, 2016. 
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I. INTRODUCTION 

Ion channels are pores within proteins that are embedded in 

biological cellular membranes and which control the passive 

transfer of ionic species into and out of a cell [1]. They present 

important, open problems that are at the focus of intensive research 

in biophysics, physiology, and pharmacology. The central 

challenge is to relate a channel’s crystal structure to its function. 

One promising method of doing so is molecular dynamics (MD) 

simulations, modelling explicitly the motion of ions, proteins and 

water molecules. However, current computer facilities do not allow 

MD to trace stochastic ionic trajectories through an open channel 

over a sufficiently long time, so that the structure-function problem 

remains. Here, we combine the powers of MD with differential 

Chapman-Kolmogorov (DCK) theory to describe the conductance 

and selectivity of ion channels with narrow selectivity filters (SF). 

 

II. METHOD 

Motion of a “superion”. Ion channels quite commonly possess 

selectivity filters (SFs) that are about 1Å wide and 1nm in length. 

Due to the narrowness of the filter, permeating ions cannot pass 

each other and therefore move one-dimensionally. This allows one 

to describe their collective motion as the motion of a “superion” [2], 

i.e. a quasi-particle representing the center of mass of the ions in 

the SF. As long as the SF accommodates only a discrete number of 

ions, the energy levels for a “superion” are also discrete.  

Using MD, we may obtain potentials of the mean force (PMF) 

[3, 4], and calculate the effective potentials �� ሺ�ሻ for the motion 

[5] of an N-particle “superion” [2]. We introduce the probability 

density ߩ�ሺ�, �ሻ to find a “superion”, consisting of N ions, at 

position x at time t in the selectivity filter. The discreteness of 

system’s energy levels requires the spatiotemporal evolution of the 

probability density to be described by the differential Chapman-

Kolmogorov (DCK) equation  

�߲�ߩ߲  = −�� ߲߲� [߲�� ሺ�ሻ߲� �ߩ + �߲�ߩ߲ ] − ��→�−ଵߩ� + ��+ଵ→�ߩ�+ଵ ሺͳሻ߲ߩ�+ଵ߲� = −��+ଵ ߲߲� [߲��+ଵሺ�ሻ߲� ଵ+�ߩ + �ଵ߲+�ߩ߲ ] − ��+ଵ→�ߩ�+ଵ + ��→�+ଵߩ�  

 

with zero-current boundary conditions. We compare the ionic 

current, obtained by that approach, with Brownian dynamics (BD) 

simulations. 

Brownian dynamics simulations. We consider the channel’s 
SF coupled to two ionic reservoirs (Fig.1). In the SF 

(ellipse), ions undergo one-dimensional motion. We employ 

the Grand Canonical Monte-Carlo (GCMC) routine [6] in adjacent 

buffers to maintain ionic concentrations. This allows simulation of 

the required concentrations using relatively small reservoir 

volumes, thus speeding up the BD simulations at low solution 

concentrations. 

 

 
FIG 1. Scheme of the simulation domain. The selectivity filter, 

reservoirs, buffers and ions are shown. 

BD simulations rely on solution of the Langevin equation 

 �� ݀��݀� = −������ − ݀�ሺ��ሻ݀�� + ��� ሺʹሻ 

 

for each i-th ion in the bulks and SF. Here, standard notation is used, 

with ��� representing the external electric field due to voltage drop, 

and ��� standing for white Gaussian noise. The single-ion potential �ሺ��ሻ, seen by individual ions only in the selectivity filter, is a 

weighted average over the multi-ion PMF (see e.g. Fig. 3 in [7]) 

and thus is a function of the number and type of ions inside the SF. 

These single- and multi-ion PMFs are obtained from the MD 

simulations, and thus reflect the structure of the channel protein.  

      The proposed method can be applied to any PMF for  individual 

and collective ionic motion. At present, we are conducting 

calculations for the KcsA PMF  shown in the inset of Fig. 2 [8]. 
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FIG 2. Gaussian approximation for the single-ion PMF [2]. Inset: 

PMF derived from unbiased all-atom MD simulations (adapted 

from [8]). 

The preliminary results discussed below were obtained for a simple 

Gaussian approximation of the PMF (Fig. 2) in the KcsA potassium 

channel [2]. The motion of ions in the bulks is governed by pairwise 

ion-ion interactions, modelled by the screened Coulomb law �ሺݎሻ = ߳�߳ߨଶͶݍଵݍ ݎ��−݁ + � ቀݎݎ ቁ9 , ሺ͵ሻ 

with the Lennard-Jones term standing for ion-ion repulsion at small 

distances. 

 

III. RESULTS 

We will demonstrate that the model produces conductance and 

current saturation, as well as K+/Na+ and K+/Ba++ selectivity, in 

KcsA. Preliminary results of Brownian dynamics simulations (Fig. 

3) demonstrate agreement with experimental data [7]. 

 
FIG 3. BD simulations. Top: Current-voltage curve. The inset 

annotation shows the concentrations of left and right bulks. Data 

are shown as mean ± STD. Bottom: Current vs. left bulk 

concentration. The right bulk is kept at 150mM concentration, and 

the voltage is zero. 

IV. CONCLUSIONS AND OPEN 

QUESTIONS 

We have proposed a method coupling a channel’s crystal 

structure with its properties via MD, thus paving the way to a 

solution of the structure-function problem. Filling the present gap 

between MD simulations and single-channel currents, our method 

allows for fast computation of the conductivity and selectivity 

properties of narrow channels. The results offer potential 

applications in physiology, as well as in nanoscale fluid filters, 

graphene nanopores, and biomimetic artificial channels. 

Our new method bridges molecular dynamics simulations (e.g. 

[8]), stochastic Chapman-Kolmogorov theory, and the statistical 

theory of selectivity in biological ion channels [9,10] including 

ionic Coulomb blockade [11]. This bridge holds out the promise of 

answers to future questions, including: (a) the inverse approach, 

namely what PMF should govern ions in order for the channel to 

exhibit required properties; and (b) the relationship between the 

multi-particle probability density of the differential Chapman-

Kolmogorov Eq. (1) and that of the Bogoliubov–Born–Green–
Kirkwood–Yvon hierarchy of kinetic equations [12]. 
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I. INTRODUCTION 

A great deal of attention has been recently paid to silicon 

nanowire field-effect-transistors (Si NW FETs) as a powerful 

diagnostic platform due to their high biocompatibility and tunable 

electrical properties1, 2. Sensing principle of such charge-sensitive 

bio-devices is based on label-free approach which allows the direct 

monitoring of biorecognition processes between receptor and target 

biomolecules. Being dissolved in a liquid biomolecules like 

proteins possess a positive or negative charge, which depends on 

pH and ionic strength of the solution. Therefore, when charged 

biomolecules selectively bind to the receptor molecules, which are 

covalently linked to the nanowire surface, the biomolecular 

recognition events induce changes in surface potential, which 

modulates the charge carrier flow in the nanowire channel, 

generating an electrically detectable signal3, 4. According to current 

trends in FET-based biosensing the pronounced changes in channel 

conductance induced by the biorecognition event, e.g. the antigen-

antibody binding, can be measured and correlated to the analyte 

concentration5, 6. However, the development of a robust diagnostic 

platform based on FET biosensors requires a careful consideration 

of noise. Usually, fluctuations in the measured electrical signal have 

several noise sources, including thermal fluctuations and intrinsic 

device noise due to mobility and/or carrier number fluctuations in 

the channel7-9. At the same time, fluctuations in the NW FETs while 

operating in liquid containing biomolecules have not been 

explained in detail yet. 

Here we report the results demonstrating that selective binding 

of target biomolecules to the silicon nanowire surface produced 

increased excess noise, which has characteristics and behavior that 

considerably differ for those recorded for the same transistor 

operated in solution without target molecules. As the analyte, we 

chose cardiac troponin I (cTnI) molecules which are very sensitive 

biomarker for acute myocardial infarction diagnosis10, 11. 

II. EXPERIMENTAL DETAILS 

The fabrication of liquid-gated Si NW array FETs was performed 

by applying “top-down” method to p-type <100>-oriented silicon-

on-insulator (SOI) wafers with 75nm thick active silicon layer and 

145nm thick buried oxide layer (BOX). All fabrication processes 

were carried out at the Helmholtz Nanoelectronic Facility (HNF) of 

Forschungszentrum Jülich. The steps involved in the fabrication of 

silicon nanowire devices are presented in our previous work12. 

After fabrication the wafers were cut into single chips, wire-bonded 

and encapsulated for liquid measurements. In order to provide 

sensing capability of Si NW FETs the surface of nanowires were 

functionalized with highly specific monoclonal cTnI antibodies. 

For the noise measurements we used the homemade ultra-low 

noise measurement setup. More detailed description of the noise 

measurement setup is previously presented elsewhere13. Briefly, the 

gate-source and drain-source biases were applied to the sample 

using a battery and a variable resistor. A capacitance of 9400μF was 

used in parallel to the variable resistor in order to additionally 

stabilize the voltages. The drain-source voltage fluctuations were 

amplified to the measurable range using a home-made ultra-low 

noise preamplifier and then amplified by Stanford low noise voltage 

preamplifier SR560. The output of the amplifier was fed to HP 

(Hewlett Packard) 35670 dynamic parameter analyzer that 

performs the fast Fourier transform on the time domain signal to 

frequency domain yielding the voltage noise power spectral density 

(SV) in the range from 1Hz to100kHz. In order to get reliable noise 

spectra, the number of averages was set at 100. The processed noise 

data was then transferred via GPIB interface to a PC. 

III. RESULTS AND DISCUSSIONS 

Si NW array FET consisted of 50 nanowires nominally 100 nm 

wide and 5µm long was used in a sensing experiment. During the 

noise measurements the device was operated in a linear regime by 

applying a constant drain-source bias of 100mV. Silicon nanowires 

were exposed to 1mM phosphate-buffered saline (PBS) solution 

with pH=7.4 and gated via Ag/AgCl reference electrode. The 

normalized noise spectra of the transistor modified with 

monoclonal cTnI antibodies are presented in Fig. (1). 

 
FIG. 1. Measured noise spectra for the liquid-gated Si NW array 

FET at a drain bias of 0.1V and overdrive liquid gate voltage of 

0.47V before and after cTnI binding from 10ng/mL solution. 

Flicker 1/f noise originating from the interaction between slow 

traps in the gate oxide and charge carriers in the channel was 

observed as a dominant component in the noise spectra at low 

frequencies (see Fig. (1), blue curve). However, after introducing 
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the PBS solution containing 10ng/mL of cTnI antigens to the NW 

sensor, the noise of the transistor increased by almost one order of 

magnitude (see Fig. (1), red curve). In addition, distinct 

conductance decrease was also observed indicating on the negative 

electrical gating effect when negatively charged troponin molecules 

selectively bind to the n-type Si NW FET. In order to understand 

and analyzed the spectra acquired after the biomolecule binding on 

a Si NW FET sensor surface, we calculated equivalent input voltage 

spectral density SU of the transistor and plotted the values in Fig. (2) 

as a function of overdrive gate voltage (VLG–VTh) at frequency of 

30Hz. 

 
FIG. 2. The equivalent input noise SU of the Si NW FET plotted 

versus overdrive liquid gate voltages before and after binding of 

troponin molecules in 1mM PBS solution. The lines are guides for 

the eye. 

For the case of pure PBS solution (without troponin antigens), at 

VLG–VTh > 0.3V the SU value didn’t change (in the range from 0.3 

to 0.9V) with overdrive gate voltage indicating on the carrier 

number fluctuation model (McWhorter’s model14, 15). However, 

binding of troponin molecules resulted in a substantial increase of 

the input referred noise in all ranges of applied gate voltages, i.e. 

contribution of an additional noise component. We registered that 

the noise behavior after binding of cTnI antigens differs 

considerably from that measured in pure buffer solution. This fact 

indicates that excess noise is not caused by changes in the dielectric 

layer of Si NW FET, but it is determined by fluctuations of the 

effective charges introduced by troponin molecules selectively 

attached to antibodies on the sensor’s surface. Moreover, the 

amplitude of the excess noise decreases with increasing of effective 

gate voltage (see Fig. (2)) pointing out on the fact that the additional 

noise is also related with movement of ions through the membrane16 

formed by troponin molecules attached to antibodies on the 

nanowire surface. Our results demonstrate that charged antigen 

molecules influence on the penetration of small ions resulting in 

excess drain current fluctuations of the transistor. 

IV. CONCLUSIONS 

We fabricated liquid-gated Si NW array FETs and applied them 

for the selective detection of cTnI biomarker molecules. The low-

frequency noise of Si NW FETs operated in a solution without 

target molecules was determined by tunneling of the charge carriers 

to/from the interface traps in the oxide layer, i.e. pure transistor-

determined noise. However, with the addition of troponin 

molecules to the buffer solution, the charge fluctuations resulted in 

additional excess noise deriving from the negatively charged 

troponin molecules. Our results show that the additional noise is 

related to the troponin molecules and has characteristics which 

considerably differ for those usually recorded for conventional 

FETs. We demonstrated that noise spectroscopy can be 

successfully applied for investigation of dynamic processes 

associated with the biomolecular recognition events. 
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I. INTRODUCTION 

We have investigated the dynamics of a finite number of 

interacting phase oscillators with time-varying 

parameters. The work is motivated by the inherent finiteness 

of systems in the real world, both in terms of the time on 

which the dynamics evolves, as well as in terms of the finite 

number of elements that contribute to the collective 

dynamics that we observe and measure at microscopic level. 

II. MODEL 

The model is defined as:  

 ݀�݀ݐ = �ሺݐሻ + �ሺݐሻ� ∑ ሺ���ݏ − �ሻ�
=1 ,        ሺͳሻ   

 

where � is the phase of ��ℎ oscillator, � = ͳ, … , �, �ሺݐሻ 

and �ሺݐሻ are time-varying natural frequencies and a 

coupling strength respectively. For the sake of simplicity, we 

consider periodic sinusoidal variations. The size N  of the 

ensemble can be up to several hundred oscillators.  

The model describes how changes in the 

microscopic  dynamics of each oscillator and interaction 

among the oscillators influence the macroscopic dynamics, 

observed as their mean field defined as: 

��݁ݎ  = ͳ� ∑ ݁����
=1         ሺʹሻ 

III. RESULTS 

We will show that this model, although fully deterministic at 

the microscopic level, can result in three general scenarios: 

 

a) Macroscopic dynamics is fully deterministic and 

oscillatory. This corresponds to a strong 

synchronization in the system1. 

b) Macroscopic dynamics is in a mixed state, where both 

the deterministic and stochastic components are 

strongly represented. 

c) Macroscopic dynamics is nearly indistinguishable from 

stochastic. In this case, the system is not synchronized. 
 

The dynamic properties were tested by several standard 

methods, such as power spectral density2, self-similarity and 

detrended fluctuation analysis3,4, and represented in the time-

frequency domain using the wavelet transform5. It will be 

shown that time-variability enables stochastic dynamics to 

emerge, even in smaller systems. We will argue that this is a 

very frequent scenario in nature, including metabolic 

oscillations in the cells6 or the firing of neurones in the brain, 

as well as condenced matter systems.7,8 

IV. SUMMARY 

We provide a model that can account for creation of noise 

quite generally. 
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I. INTRODUCTION 

Current-voltage fluctuation (IVF), cycle-to-cycle (C2C) and 
device-to-device (D2D) variability are hot topics in the field of 
memristive devices because they are crucial factors for the 
performance, endurance and integration capability of such 
structures in complex systems [1,2]. Briefly, a memristor is a 
resistor with nonvolatile memory that can be not only used for 
information storage but also as an electrical synapse in 
neuromorphic networks. The physics behind this device is the 
formation and destruction of a vacancy or metal atoms bridge 
spanning an oxide layer in a MIM stack (Fig.1). The switching is 
caused by the application of an electric field with alternate sign 
(bipolar switching) (Fig.2). The filament formed this way can 
suffer modifications from C2C because of the different 
arrangement of atoms. To a lesser extent, IVF is also expected to 
occur during a voltage sweep as a consequence of atomic 
displacement induced by the electron wind force and electron 
trapping/detrapping effects. In general, IVF is investigated using 
random telegraph noise (RTN) analysis techniques but these 
experiments require constant voltage signals [3,4]. In addition, 
C2C variability is often treated as an uncorrelated process without 
trend [5,6]. Here, a simplified approach that tries to tackle both 
effects is attempted. D2D variability is out of the scope of this 
work but can be included as well. A first issue is that IVF and 
C2C are self-correlated random processes which are somehow 
linked: the current fluctuates around a certain current determined 
by the morphology of the filament core. A second issue is that the 
considered conduction model must represent the I-V curve in the 
whole voltage span and must always satisfy the “pinched” 
condition I(V=0)=0. Finally, a third issue is that programming 
languages used by the most popular circuit simulator 
environments (SPICE-like) are severely limited (if not interfaced 
with other softwares like MATLAB), which makes the solution to 
this problem challenging. In this regard, since the proposed 
approach is intended for easy implementation and use, Monte 
Carlo/Worst Case analysis tools provided by the simulator 
(LTspice in our case) will be exclusively referenced here. 

II. MODEL EQUATIONS AND RESULTS 

Figure 2 shows a typical resistive switching experiment with 
multiple I-V loops. The devices are Au/Ti/SiOx(35nm)/Mo stacks. 
The current changes from a high (HRS) to a low (LRS) resistance 
state alternately as a consequence of the formation and dissolution 
of a filamentary pathway. The morphology of the HRS filament is 
ultimately determined by the reset process. In this work, we will 
focus the attention on the HRS regime (Fig.3) but the analysis can 
be extended to LRS as well. Electron transport in HRS is assumed 

to follow the quantum-point contact (QPC) model in agreement 
with previous observations for SiOx [7,8]: 

ܫ ൌ
ଶ

ఈ
expሺെߙሻሼ݁ݔሾ݁ߙሺߛ  1ሻܸሿ െ  ሿሽ      (1)ܸߛߙሾ݁ݔ݁

where 0 is an effective confinement barrier height,  a 
parameter related to the longitudinal barrier profile and 01 a 
coupling factor. For 0 (collapse of the tunneling barrier) the 
standard Landauer formula I=G0V is recovered. G0=2e2/h=77.5μS 
is the quantum-conductance unit. A fitting result to the median 
experimental curve using Eq.(1) is shown in Fig.3. For the sake of 
simplicity, the barrier height for cycle i, 0i will be expressed as 
an autoregressive process of order one AR(1) with trend 0i:    

 

߮ ൌ ሺ1 െ ሻΦߩ  ߮ିଵߩ  ߪ
ଶ߳                 (2) 

 

C is the C2C self-correlation coefficient, C the standard 
deviation, and ߳~ܰሺ0,1ሻ a Wiener process. This is the simplest 
process in which the past values of the barrier height have an 
effect on the current value. For AR(1), ~ܰሺ, ′ߪ

ଶሻ, where 
′ߪ
ଶ ൌ ߪ

ଶ ሺ1 െ ߩ
ଶሻ⁄  is the effective variance. The effects of C and 

C on the HRS current are illustrated in Fig.4. As can be seen, 
consecutive I-V curves follow a trend but they are not completely 
ordered. It is also assumed that during voltage sweep i, the 
confinement barrier ߮ ൌ ߮ሺ	 ܸሻ fluctuates around the value  
dictated by (2) with ߳~ܰሺ0,1ሻ (see Fig.5): 

 

߮ ൌ ሺ1 െ ிሻߩ  ி߮ିଵߩ  ிߪ
ଶ
߳                 (3) 

 

Here F is the IVF self-correlation coefficient and F the standard 
deviation. Again, ~ܰ൫, ி′ߪ

ଶ൯ where ߪ′ி
ଶ ൌ ிߪ

ଶ ሺ1 െ ிߩ
ଶሻ⁄  is 

the effective variance of the process. Since we are dealing with 
two nested AR(1) processes, variability and fluctuations, the 
combined variance reads ߪ

ଶ ൌ ′ߪ
ଶ  ி′ߪ

ଶ . In our case, ߪ′
ଶ ≫

ி′ߪ
ଶ . The final result is a log-normal current distribution 

compatible with tunneling processes in disordered systems [9]. 
From the practical viewpoint, random barrier heights are obtained 
using the Monte Carlo Gaussian function (Box-Muller transform 
[10]): 
 

. ,ݔሺܩܥܯ	ܿ݊ݑ݂ ,ݕ ሻݖ ൌ ݔ  ݖrandሺ	ߨሾ2ݏሻሿܿݖሺ݀݊ܽݎඥെ2݈݊ሾݕ  1ሻሿ  (4) 
 

where x is the mean value, y the standard deviation and z the seed. 
Since LTspice treats each cycle independently (C2C correlation is 
introduced through the effective variance), the variable run in the 
directive .݁ݐݏ	݉ܽݎܽ	݊ݑݎ	ݔܽܯ1 1 plays the role of index i in (2). 
Max is the number of cycles. This is used to calculate the trend 
function 0i (Fig.4.c) and z. Typical simulation results from 
LTspice (including variability in the transition profiles and in LRS 
- not shown here) are illustrated in Fig.6. The complete model and 
its unsolved questions will be presented at the conference site.                             
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Fig.1- Formed (LRS) and partially formed (HRS) filament. 

Fig.2- Typical I-V loops. Current compliance is CC=2mA. 

Fig.3- Fitting of 
the median 
experimental 
HRS curve (blue 
line) using 
Eq.(1) (red line). 

Fig.4- Variability with 
trend at a fixed voltage 

(V=1.5V). Model results 
are shown in log and 

linear scales 

Fig.5- Fluctuations in 
the barrier height and 
its self-correlation. 
The effect is hardly 
visible in the I-V 
curve. 

Fig.6- Typical 
simulations 

obtained with 
LTspice. 
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I. INTRODUCTION 

The classical configuration of field effect transistor assumes the 

gate width, W, somewhat higher than the gate length, L, with the 

actual ratio W/L> 1 dependent on the specific application. Some 

applications require the ratio W/L<1. Among them are transistors 

for terahertz applications whose principle of operation is based on 

the plasma waves1. The transistors with W/L<1 should allow to 

reduce the effect of the oblique plasma waves leading to an increase 

of the responsivity of the plasma waves detectors as well as to an 

increase of the emitter efficiency. 

Recently, a new type of fin-shaped channel GaN/AlGaN field-

effect transistors with W/L<1 was proposed in ref. [2].  

The schematic view of the design is shown in Fig.1. The design 

resembles the FinFET structure. However, unlike common FinFET 

transistors the gates only to the sides of the two dimensional 

electron gas channel are designed. As a result, gate voltage reduces 

the width of channel while keeping the concentration and mobility 

virtually unchanged. At sufficiently high gate voltage, the 2DEG 

can be squeezed to a wire.  

 
FIG. 1. Schematic view of GaN/AlGaN FET under study 

 

We report on the experimental and computer simulation studies 

of electrical and noise properties of these transistors. Open 

questions related to the devices characteristics are discussed. 
 

II. RESULTS AND DISCUSSIONS 

The AlGaN/GaN structures were grown by Metalorganic Vapour 

Phase Epitaxy in the Aixtron reactor on c-plane sapphire. The 

epistructure consisted of 2 nm GaN-cap, 26.3 nm Al0.15Ga0.85N 

barrier layer, 0.7 μm intentionally undoped GaN layers and 1 μm 
high resistive GaN:C buffer. The ohmic and Schottky contacts 

consisted of Ti/Al (200/1000 Å) and Ni/Au (250/750 Å) metal 

stacks, respectively. 

Symbols in Fig. 2 show experimental transfer characteristics of 

two FETs with gate length and width L=3 µm and W=2 µm 

respectively. Solid line in Fig. 2 is a result of Synopsys Sentaurus 

simulations.  

 
FIG. 2. Transfer characteristics of the FETs under study. 

Vd=0.1 V. Symbols show experimental results for two FETs. 

L=3 µm and W=2 µm. The solid line is the results of the 

simulations. 

 

Differences in the experimental characteristics of nominally 

identical devices are due to photolithography misalignment and 

accuracy of the mesa etching. Particularly, as a result of 

misalignment the edge gate metallization overlaps the top of the 

AlGaN layer. This metallization creates a narrow top-gate FET 

connected in parallel with a wire FET. The kink seen on the 

characteristics in Fig. 2 at gate voltages Vg ~ -2 V is due to pinch 

off of this top gate transistor. 

A reasonable agreement between experimental and theoretical 

characteristics confirms aplicalibilty of our model in which  

mobility does not depend significantly on the gate voltage. 

It is important to point out that this kind of transistor can be 

pinched-off by a reasonable voltage Vg~-25 V. Approximately two 

orders of magnitude higher voltage is required to pinch off 3D 

channel with the same doping level of 2×1018 cm-3. 

Figure 3 shows the noise spectra at different gate voltages and 

small drain voltage Vd=0.1 V (linear regime). One can see 

significant contribution of the generation recombination (GR) noise 

at frequency ca 10-100 Hz. Interestingly, the GR bulge is seen at 

- - 

GaN 
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Left gate Right gate 
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zero gate voltage, where the access resistance dominates and noise 

also originates from the access resistance. With the increase of the 

absolute value of the gate voltage the GR bulge disappears 

(Vg=-4.5 V). It appears again at Vg<-12V. This kind of behavior 

indicates, probably, different origin of GR noise at different gate 

voltages. 

Figure 4 shows the dependence of noise on the drain current at 

constant drain voltage Vd=0.1 V at two frequencies, f=10 Hz and 

f=100 Hz.  

 
FIG. 3. Noise spectra of drain current fluctuations at different gate 

voltages. Vd=0.1 V. 

 
FIG. 4. Drain current dependences of relative spectral noise density 

of the drain current fluctuations at constant drain voltage Vd=0.1 V. 
 
As seen, noise decreases with the current decrease, which is typical 

behavior for regular FETs. Bulges seen on these dependences can 

be attributed to the gate voltage dependent GR noise. 

However, the open question is, what is the correct way to analyze 

these dependences? In a regular FET, in accordance with 

McWhorter model noise is proportional to 1/n2, where n is the 

channel concentration. At gate voltage independent mobility, it 

results in the SI/I2 ~ 1/I2 dependence. If the access resistance is not 

negligible 

 ���2 ∝ 1�2 � ��ℎ
(��ℎ+�����2,  (1) 

 

where RCh is the gate voltage dependent channel resistance and Racc 

is the access resistance. 

In the device under study gate voltage changes predominately the 

channel width keeping concentration virtually constant. In this 

case: 

 ���2 ∝ 1� � ��ℎ
(��ℎ+�����2  (2) 

 

In Fig. 4 dashed line show the slope calculated in accordance with 

eq. 1 and eq. 2. As seen none of them describes well the full  

experimental dependences – suggesting that McWhorter model can 

not be applied for these devices. 

In summary, GaN/AlGaN transistors with the gates on the sides 

of 2D electron gas with relatively wide gate of 2 µm can be pinched 

off by the gate voltage Vg~-20 V. Computer simulations describe 

well the shape of the experimental characteristics. Control of the 

side gates allows changing the width of 2D electron gas and 

forming a wire, which should be beneficial for THz detection and 

emission applications. The noise spectra are the superposition of 

the 1/f and gate voltage dependent GR noise. The gate voltage 

dependence of noise cannot be described by the McWhorter model. 

The nature of noise in this new kind of GaN/AlGaN transistor is an 

open question that clear needs future complementary studies. 
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I. INTRODUCTION 

 

Despite decades of intensive investigations, electronic transport 

in mixed-valance manganites still lacks comprehensive theoretical 

explanations. In particular, the physical mechanism behind 

spontaneous and current driven transitions to metastable resistivity 

states in low hole-doped manganite single crystals and thin films 

reminds obscure. Low doped La1-xCaxMnO3 (LCMO) manganite 

possesses a peculiar ferromagnetic insulating (FMI) ground state. 

At higher temperatures, it is characterized by a pronounced 

magnetic and electronic phase separation. Along with FMI phase, 

it also contains ferromagnetic metalic (FMM), and paramagnetic 

(PM) phases.1 Pristine LCMO single crystals, grown by FZ method 

(for closer description see1) exhibit strong aging effect with 

resistivity that generally increases with time.2  In this communique, 

we report on noise features observed in different metastable 

resistivity states of La0.86Ca0.14MnO3 manganite.  

 

We have studied the electronic-noise of dc current biased freshly 

synthesized La0.86Ca0.14MnO3  single crystal in its pristine high-

resistivity state (HRS) and in spontaneously created low- resistivity 

state (LRS). For more details on crystal evolution between 

metastable resistivity states see.2  The power spectral density (PSD) 

of the conductivity noise in a pristine HRS-state has almost 

exclusively 1/f –like character. However, upon a transition to the 

LRS-metastable state, the noise exhibits additional excess 

lorentzian components that in many cases could have been 

associated with clear random telegraph fluctuations of the 

conductivity.1 The level of the normalized 1/f  voltage noise in the 

LRS is markedly higher than the corresponding noise of the HRS-

state. This feature allows one to suggest that the polaron melting 

scenario3,4  may be responsible for the transitions from HRS to LRS 

state in low-doped manganite crystals. However, the detailed 

understanding of specific noise fingerprints,2 and the life spans of 

metastable resistivity states remain to be unsolved problems of 

noise in the discussed systems. 

II. RESULTS AND DISCUSSION 

  

Details of the measuring techniques, sample fabrication and 

characterization have been published elsewhere, see e.g.1 In brief, 

dc, ac, and magnetic resonance studies revealed the existence of the 

ferromagnetic phase not only below the Curie temperature 

TC = 167 K, but also above TC, up to some 240 K. The coexistence 

of insulating and metalic-like phases (FM and PM above TC and 

FMI and FM below TC) and electronic phase separation at the 

nanoscale are the reasons for highly nonhomogenous carrier 

Fig. 1. Normalized PSD spectra for temperatures T=140 K, 

160 K, 180 K and 200 K. The HRS and LRS spectra differ by shape 

and magnitude. The HRS-spectra (in red) are mainly of 1/f – 

character, whereas the LRS-spectra (in blue) reveals an additional 

lorentzian components. 
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transport, local high density current in the sample and percolation-

like hopping transport via chains of metalic-like clusters. 

In both HRS and LRS states, the dominant noise component is 1/f 

noise, see Fig. (1). 

To compare this noise in different states of the sample we use the 

quantity aR=Ω fαSV(f)/V2, where Ω  is the sample volume and α. is 

the noise exponent in 1/fα. The density n of charge carriers relates 

aR to the Hooge parameter γ=aRn. 5,6  

In Fig. (2) (open symbols) we show the ratio aR,LRS/ aR,HRS of 

these quantities in HRS and in LRS state as a function of 

temperature. 

The resistivities of the HRS and LRS differ by more than one 

order of magnitude (Fig. (2), black crosses) at high temperatures, 

whereas at low temperatures below 140 K their ratio remain nearly 

constant at the level of 2–3. Changes in the normalized noise levels 

aR,LRS/ aR,HRS are similar to the change in resistivity. HRS noise 

level differs from the LRS one by more than an order of magnitude 

at higher temperatures and become closer to each other below 

140 K. This suggests that physical mechanism behind the 

temperature change of resistivity and of its fluctuations is probably 

the same. 

The question arises what is responsible for this change? Is it the 

carrier density (higher in HRS and lower in LRS state) or the 

change in mobility and its fluctuations? Or both?7 

 

Hole transport mechanism in the presence of strong hole-lattice 

interactions leads to self-trapping of holes and results in formation 

of quasi-localized states of very small mobility, small-polarons. 

Phonon-assisted hopping and instantaneous conversion of holes to 

small polarons (and vice-versa) will be considered as a dominant 

mechanism of transport and noise observed in our sample. Emin 

suggested that current flowing across phase boundary between 

metallic and polaronic phases leads to the accumulation of small 

polarons at the boundary.3,4 At sufficiently high density, small 

polarons become unstable with respect to conversion into 

nonpolaronic high mobility carriers. As a result of such polaron 

“melting” event, the HRS current carried by a large number of low 

mobility small polarons, will turns into LRS current of small 

number of high mobility nonpolaronic carriers, what seems to be 

consistent with our noise data. 

 

In the presentation we will use the polaronic transport concept to 

explain other UPoN-like experimental features. Among them, the 

unusual noise dependence on the bias current which is not 

proportional to I2, and sometimes even not monotonic, and  the 

appearance of Meyer–Neldel rule8 in the bias dependence of the 

resistivity.  
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Fig. 2. The black crosses show the resistance ratio in HRS and 

LRS. The highest difference is at high temperatures and 

decreases with temperature down to ca 140 K and then remains 

constant. Other, open symbols show the ratio of the normalized 

noise power density in HRS and LRS at frequencies 1, 10, and 

100 Hz. 
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I. INTRODUCTION 

In a context of the end of MOORE’s law, new paradigms for 

data processing are required [1] to respond to a broad range of 

applications (IA, IoT,…). In particular, there is an urgent need for 
advanced information processing featuring high energy efficiency. 

In this context, brain emulating hardware (BEH) is very attractive; 

note however that BEH is not to rigorously copy biology but 

rather to outperform biology performance. Thus, BEH needs to 

extract a coherent set of features from the biology while to 

identifying the best hardware technology that will allow 

developing ultra-low power applications. In this paper, essential 

features about the brain will be first recalled, prior highlighting 

key open questions raising during the path from a biological to an 

artificial brain. The paper will end up with the presentation of a 

highly energy efficient neuromorphic technology recently 

developed. 

II. BIOLOGICAL BRAIN FEATURES 

(i) Generalities 

The brain structure is known for a long time. Its volume is 

ranged between 1100 and 1300 cm3, having about 1011 neurons 

connected up to 1015 synapses, for a global power consumption of 

10 W. Brain energetics is worth mentioning: in the grey matter 

[2], 25 % of the energy consumption is devoted to “housekeeping” 
(cell maintenance) while 75 % is consumed under electrical form. 

The latter is decomposed as follows: 15% for the resting potential, 

17% for the action potentials and 43% for synaptic transmission. 

Neurons average firing frequency is rather low, about 10 Hz.  

Schematically, the neocortex is made of regular structures, the 

cortical columns. Numerous recurrent connections exist within a 

cortical column, but also between cortical columns.  

Highly parallel sensory information (visual, auditory,…) are 

coded asynchronously and continuously as (electrical) actions 

potentials (AP) in elementary semantic representations that are 

identically processed throughout the cortex. 

 

(ii) Homeostasis 

From a system point of view, it is essential that brain neurons 

maintain a minimal firing rate, and, despite the variability (size, 

area, volume) of dentrites, axons and cells, the brain maintains a 

stable regime thanks to homeostatis. Homeostatis allows a 

excitatory neural network having recurrent connections with 

(plastic) inhibitory neural network to stand in a “balance 
fluctuation-driven regime”, in which neurons fire irregularly and 

sparsely [3]. Note that a neuron, connected at its input to a 

feedforward neural network (having both excitatory and inhibitory 

neurons), is capable in this regime of fast learning [3].  

 

(iii) Information Coding 

Basically, neuron firing frequency and exact timing between 

action potentials (AP) encode the entire information. A neuron is 

constituted of a dendritic tree connected to the soma, itself 

connected to an axon that propagates an action potential (AP) (if 

the membrane potential reaches a voltage threshold) to other 

neurons through the axonal tree connected to synapses. It is 

important to mention that the computing at the soma input level is 

analog while at its output, the computing result is an “all or 
nothing” signal. Thus, the computing is analog while the 

communication is digital  

 

(iv) Neurons/Synapses 

Neurons present a high variability: their area is comprised 

between 5.103 to 105 µm2 and their volume varies from 103 to 104 

µm3. An important parameter is the membrane capacitance (Cm) of 

neurons, whose average value is in the order of 100s of pF. 

Synapses exist in two forms, that are, chemical and electrical. 

Synapses are “plastic” and embed (under a weight form) 

“memory”. 

(v) Action Potential (Soma), Charge Transfer, Energy 

Efficiency  

 Action potential (AP), generated at the soma level, which is 
propagated along the axon membrane, has been initially studied in 
[4]. The AP generation process is well known. Without synaptic 
current excitation, the neuron is its resting state, with a membrane 
potential around -70 mV. In presence of excitation synaptic current 
(ESC), the membrane potential (MP) depolarizes; when the MP is 
reaching a particular threshold, an AP is generated. If the ESC is 
upheld, the neuron will fire at a particular frequency. The typical 
voltage sweep is about 100 mV. In order to change the voltage 

across the membrane capacitance “Cm” by V, an amount of charge Q =  Cm V (the number of ions Nion  are Q/qe, with qe the 
electron charge) is required to move from one side of the 
membrane to the other. The concomitant energy that is dissipated is  Q =  ½ Cm V2. Considering the generation and propagation of a 
spike (charge and discharge), the total energy dissipated by the cell 

will be E = Cm.V2. As previously mentioned, neurons are highly 
variable leading to variable Cm. If one considers that Cm varies 

between 10 pF to 1 nF and taking V =  100mV, energy efficiency 
is ranged between 0.1 to 10 pJ; this clearly highlights that a 
significant improvement is likely possible for artificial neurons.  

(vi) Neuron Membrane Voltage Fluctuations 

Many authors have studied the membrane voltage fluctuations 

of a neuron, while it is in his quiescent state (no AP). If one 

considers the neuron as a basic RC circuit and assuming pure 

thermal noise, the RMS voltage Vm (= √�.��� ) using the variation 

range previously given for Cm should vary between 1 to 10 µV. 

Such values are considerably lower than actual ones, which have 

been theoretically or experimentally reported between 0.1 mV 

(when ionic channel noise is -only- taken into account [5,6]) to 

few mV (also accounting for synaptic bombardment [7]). When 

rigorously calculating in frequency domain the overall spectral 

density of “intrinsic” membrane noise voltage (related to 
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opening/closing fluctuations of ionic channels), it converges 

towards 1/f noise variation, as the result of superposed 

“Lorentzian like” shapes related to the different intrinsic 

membrane ionic channels (potassium, sodium).  

The spontaneous firing rate (SFR) due to thermal agitation of 

these ionic channels, varying the cell diameter of a neuron, was 

studied in [6, 8]. In this study, it was clearly shown that the SFR is 

maintained to a low rate, provided the cell diameter stands higher 

than 10 µm. Thus, as stated in [9], “thermodynamic noise in 
individual ion-channel proteins sets an upper limit to the wiring 

densities of the whole brain”. 

III. FROM BIOLOGICAL BRAIN TO 

ARTIFICIAL BRAIN: OPEN 

QUESTIONS 

After having recalled key features of a biological brain, let us 

raise open questions related to the path towards an artificial brain 

achievement (or at least brain inspired data processing), 

highlighting some key differences. 

 

Basics 

In biology, AP generation requires for the transport two 

different ions (for example, Na and K). Can we generate a 

biomimetic AP with only one type of carrier, i.e., electrons ? 

In biology, an AP propagates with a 1 m/s speed while in 

artificial it propagates at the speed of light. At first sight, such a 

propagation speed is an advantage in artificial, nevertheless, for 

applications requiring human being time constants (robotics), it 

leads to more difficulty for designing delay circuits. 

 

Connectivity, Down-Scaling 

The biological brain is ultra-connected, in 3D. Are 3D 

interconnects required in artificial or 2D are sufficient ? 

Biology is ultra-connected and communicates via low 

frequency rates. Is that possible to process data in artificial at 

much higher frequency while decreasing at the same time the 

number of synapses ? Note that in artificial, a neuron can be 

connected to an excitatory either inhibitory synapse. 

Most AI applications rely on artificial neural networks (ANN) 

featuring deep learning architecture, while biology neural 

networks feature highly recurrent ANN. Should we look towards 

such recurrent ANN in artificial ? 

Does the down-scaling (of CMOS technology) constitute a real 

advantage ? 

 

Synapses  

In order to deploy ANN at ultra-large scale, different 

technologies are available for synapses. They are mostly inspired 

by non-volatile based memories [10] : ferroelectrics, phase change 

(PCM), ferromagnetics, resistive.  

 These synapses are attractive, but feature major drawbacks to 

be coupled to ultra-low power artificial neurons: (i) when they are 

transistors based, their supply voltage stands around 1V (or 

higher), (ii) when other technologies operate below 1V, the 

synapse is a dipole, meaning that there is no natural isolation 

between a pre-neuron and a post-neuron. Moreover, most of them 

are using complex material that does not ensure the required 

reliability so far.  Should we use these synapses or “ classical” 
synapse architectures using transistors (CMOS) ? [11]. 

IV. TOWARDS ULTRA LOW POWER 

NEUROINSPIRED HARDWARE 

TECHNOLOGY  

Our research work is in progress to answer the open questions 

raised in Section III. In particular, we have recently developed an 

artificial neuron in CMOS technology [12], by scaling down the 

membrane capacitance as low as to few fF as well as the supply 

voltage to 200 mV. A tremendous artificial neuron energy 

efficiency improvement was achieved compared to those of a 

cortical neuron (two orders of magnitude, energy efficiency of few 

fJ/spike, neuron frequency in the tens of kHz). This neuromorphic 

technology was already used in two applications context. First, to 

emulate the bursting (mode using a basic neural circuit; this mode 

is important for deep brain stimulation but also to generate 

locomotion rhythms. Second, to highlight the stochastic resonance 

phenomena, useful to detect an electrical signal buried in noise. 

These applications already allow envisioning the use of this ultra-

low power neuromorphic technology to develop highly integrated 

neuro-processor for vision applications. The AN characteristics 

may also be tuned to address applications in robotics, 

neuroscience or medical applications. 
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The widespread measurement of 1/fα noise, is still a paradox, as it 
is non-integrable at low frequencies implying that the total energy 
in the system is in nite when α ≥ 1. As pointed out by Mandelbrot 
this infrared catastrophe suggests that one should abandon the 
stationary mind set and hence go beyond the widely applicable 
Wiener-Khinchin formula for the power spectrum. 
In this talk ageing, intermittency, ergodicity breaking, and critical 
exponents of the sample power spectrum are discussed. A 

generalisation of Wiener-Khinchin theorem, to ageing processes 
with an autocorrelation function which is scale invariant, provides 
a new spectral theory for 1/f noise. This framework describes 
power spectrum of blinking quantum dots and noise of interface 
uctuations with KPZ dynamics. 
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I am going to present and discuss properties of fluctuations and 
noise  in a relatively general model for non-equilibrium  dynamics 
of glassy systems. This is a model of particle moving according to 
simplest dissipative equation of motion  in a generalized random 
potential U(x) which is defined  by the simplest correlation 
function of its derivative (i.e. random force) F(x) = - dU/dx. 
Namely, we assume take the irreducible correlation function in the 
form <<F(x) F(y) >> =  G f(x-y) where f(x) decays fast beyond 
some microscopic length-scale l at x > l. Average value of the 
force < F(x)> = F and bath temperature T are the key parameters 
of the problem. It is known for some decades that at low enough 

temperatures and/or average force F, dynamics of such a model is 
non-stationary  and sub-ohmic: average displacement of a particle 
after a time t increases slower than linear in time: <x(t) – x(0)>  ~ 
ta  where a < 1. Such an unusual behavior is the result of a very 
broad distribution of effective barriers which the particle must 
overcome to move further on along the coordinate x. I am going to 
present results of the study of noise spectrum for such a model, i.e 
statistics of fluctuations on a top of the above-described non-
equilibrium dynamics. 
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I. THE TRANSIT TIME LIMIT 

Nowadays, the electronic industry has moved completely into 

the nanoscale regime, with typical channel lengths of tens of 

nanometers, implying hundreds of electrons inside the device 

active region.  

During decades, the relation between the clock frequency ݂ and 

the channel length � has been determined by the transit time 

limit1. The clock frequency of a CPU is usually set to 1/3 of the 

cut-off frequency. Thus, neglecting parasitic effects,  ݂ is 

inversely proportional to the electron transit time �: 

 

          ݂ ≤ 13� = �/ሺ͵�ሻ                        (1) 

 

For ballistic velocities � and nanoscale dimensions, frequencies 

well beyond the THz range are envisioned. However, the 

commercial transistors used in the CMOS technology are still far 

from such frequencies. In Fig. (1), we plot the clock frequency ݂ 

as a function of the typical size of the Si MOSFETs obtained from 

the data of CPUs in Table (1). The clock frequencies of all 

transistors follow the trend associated with the transit time limit, 

plotted with a solid blue curve (with � obtained from Ref. [2]). 

II. OPEN QUESTION 

Since 2005, as seen in Table (1), the clock frequency has 

stagnated around ݂ = ͷ GHz independently of the channel length 

to keep acceptable values of the heat dissipated by the 109-1010 

transistors present in a CPU (see orange line in Fig. 1). This heat 

is a global CPU limit, not a limit on each individual transistor as 

in Eq. (1). At this point, we wonder if after improving the cooling 

strategies, there is any fundamental requirement that will still 

limit the clock frequency, or we will really reach the THz clock 

frequencies announced for individual nanoscale transistors 

through Eq. (1). This is the open question that we address in this 

conference. Answering it has fundamental importance for the 

electronic industry. The existence of such limit would imply that 

the traditional scaling strategy for CMOS transistors, based on 

decreasing the channel length to get faster devices, needs to be 

revisited for nanoscale devices.  

The current at high frequency3 is not only due to the particle 

current (motion of electrons), but also to the displacement current 

(variations of electric field). In fact, the total current is carried by 

very few discrete electrons present at the nanoscale active region. 

Thus, stochastic variations in the number of electrons directly lead 

to fluctuations of the current. The lower the number of electrons, 

the higher their influence on the current noise. In this conference, 

we propose that the ultimate limit that determines the maximum 

value of the clock frequency of nanoscale transistors is not related 

to the transit time, but to the noise. 

 

 

FIG. 1. Clock frequency ݂ from a set of commercial transistors 

available in last decades as a function of the typical size. Future 

nanoscale transistors have to work in the triangle given by the 

transit time (solid blue line) and the noise (dashed red line) limits, 

above the power (orange line) limit for improved cooling 

strategies. 

III. THE NOISE LIMIT 

According to the Ramo-Schokley-Pellegrini theorem, the total 

classical or quantum (particle plus displacement) current 

generated by � electrons inside the active region is given by: 

 

ሺ�ሻܫ           = ∑ 1=���ܫ = ∑ ݍ ��ሺ�ሻ���=1         (2) 

with ݍ the electron charge. The important point is that the 

fluctuations in the current given by Eq. (2), when there is 

stochastic variation on �, are inversally proportional to the 

channel length �. Thus, the limit � → Ͳ for nanoscale transistors 

with low � implies an increment of the noise in the current, i.e. 

an increment of the bit error for logic applications. The errors can 

be decreassed by time-averaging the total current in Eq. (2) 

during a time interval ܶ ب �, but this implies reducing the clock 

frequency to a value well below the transit time limit in Eq. (1), 

i.e. ݂ = ͳ/ܶ ا ͳ/ሺ͵�ሻ.  

Thus, we argue that the clock frequency ݂ for nanoscale 

devices has to be fixed well-below the tranist time limit to avoid 

unacceptable bit error rates. This novel noise limitation is usually 

ignored in the scienitifc community (with relevant exceptions4) 

because the quantum understanding of nanoscale devices is based 

49



 

 

UPON 2018, GDANSK, JULY 9-13, 2018                                                                                                                            

 

on the wave (probability) nature of electrons, ignoring its particle 

(discrete)  nature5. The bit error can be quantified through the 

square root of the variance of the T-averaged current �் ≡�ሺܶ, �ሻ. The signal-to-noise ratio is given by6:  

 ܵ�ܴ = ��ವۄ�ۃ ≈ ۃ��ሺ�ሻۄ�√�√��ೝሺ��ሺ�ሻሻ�  ≈ √்√�  ሺ��ሻ     (3)���√ۄ��ۃ

where ۄܫۃ  is the (average) current and  �� is the amount of 

electrons entering in the device during a time �. It is relevant to 

notice that Eq. (3) has no dependence on the channel length � 

(contrarily to the transit time limit) because the �-dependence of � and ۄ��ۃ balances. We have tested this result through Monte 

Carlo simulations in Fig. (2). We clearly see that (for times 

greater than the transit time) the three curves of the noise �் ≡�ሺܶ, �ሻ converge and are independent of � at the indicated 

operating time ܶ. 

  

FIG. 2. Noise vs averaging time for three transistors with 

different channel lengths. The current signal and tolerable noise 

are also plotted with grey dotted lines. 

We can obtain a new analytic expression for the maximum 

value of clock frequency ݂ based on this novel noise limit6. We 

consider that �� electrons attempt to be injected during the time � 

following a binomial probability distribution with probability of 

success  with ��ݎሺ��ሻ = ሺͳۄ��ۃ −  ሻ. If we compute the

number of electrons inside a 3D active region from the phase-

space density, �� = ݃ ∙ � ∙ ܹ ∙ ܪ ∙ ��3/�3, we get from Eq. (3): 

݂ ≤ య∙ௌ�ோమ�͵݂�∙ܪ∙ܹ∙�∙݃  ሻ                     (4)−ሺͳ

 
where ݃ is the (spin or valley) degeneration, ܹ ∙  the lateral area ܪ

of the transistor and �� the wave vector associated to the Fermi 

energy ��. In Fig. (1), the red dashed line corresponds to the noise 

limit given by Eq. (4) and obtained with  �� = Ͳ.Ͳʹ ܸ݁, ܹ =  ܪ

and given by the feature size as seen in Table (1),  = Ͳ.ͷ, ݃ = ʹ.  

The Silicon velocity is obtained from Ref. [2] and a typical value 

of  ܵ�ܴ ≈ ͳͳ from Ref. [4].  

 

 
TABLE. 1. Characteristics of some commercial transistors in last 

four decades. Data obtained from http://cpudb.stanford.edu 

 

As a conclusion, in this conference we present a noise limit for 

the clock frequency of transistors due to the electron discreteness. 

For individual nanoscale transistors, this limit in Eq. (4) competes 

with the well-known transit time limit in Eq. (1). As seen in Fig. 

(1), at low clock frequencies, this noise limit does not play any 

role at all. However, due to the device miniaturization, the noise 

limit cannot longer be neglected and it will represent the true 

fundamental limitation to reach THz transistors  
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I. INTRODUCTION 

New 2D materials, such as graphene with a 2D linear dispersion 
or black-phosphorus with 2D parabolic dispersion, have many 
revolutionary properties for fundamental physics and practical 
applications1,2,3. In this conference, we discuss the electron 
injection model for the simulation of nano devices based on 2D 
materials. In time dependent (classical or quantum) particle-based 
simulators4, an algorithm, to determine when (and with what 
properties) electrons are injected from the reservoir into the 
simulation box, is needed. Our injection model shows important 
differences between linear and parabolic materials in the 
frequency spectrum of the noise of the current. Such differences 
open many unexplored possibilities to use noise as band structure 
tester. 

II.  2D INJECTION MODEL 

 
When developing an injection model, we are interested in the 

number of electrons crossing a particular surface per unit time. It 
is well known that the maximum number of electrons, whose 
positions ሼݔ, ሽݖ  and wave vectors ሼ݇௫, ݇௭ሽ  fit inside the (2D) 
phase-space region ∆ݔ  ∆݇௫  ݖ∆  ∆݇௭  is ܰ ൌ ݃ௌ  ݃௩  ݔ∆  ∆݇௫ 
ݖ∆  ∆݇௭/ሺ4ߨଶሻ, with  ݃ௌ  spin and ݃  valley degeneracies. In a 
2D material, all electrons in the (small) phase-space region ∆ݔ 
∆݇௫  ݖ∆  ∆݇௭  move to another spatial region during the time 
interval ܶ ൌ ௫ݒ/ݔ∆ , being ݒ௫  the x-component electron velocity. 
Therefore, the time between injection of two consecutive electron 
is6: 

ݐ ൌ
்

ே
ൌ

ସగమ

ೞೡ∆ೣ∆௭∆௩ೣ
                                (1) 

 
where the velocity for a parabolic band (like black-phosphorus) is: 
 

௫ݒ
 ൌ

ೣ
∗                                       (2) 

where ݉∗ is the parabolic effective mass. For a linear band (like 
graphene) the velocity is given by:  
 

௫ݒ ൌ
௦௩ೣ

ඥሺೣሻమାሺሻమ
                                     (3) 

 
being ݒ the Fermi velocity and ݏ the band index, with ݏ ൌ 1 for 
the conduction band (CB) and ݏ ൌ െ1 for the valence band (VB). 
The phase space density of the attempts of injecting electrons is 
plotted in Fig. 1 for materials with parabolic and linear band 
structures. Almost all graphene electrons move at the maximum 
velocity ݒ, while a much larger velocity dispersion appears in 2D 
parabolic materials. 

Technically, since ݒ௫  in a linear dispersion depends on both 
wave vector components, the graphene electron injection model 
requires a 2D mesh of the wave vector space. On the contrary, a 

1D mesh is required for a parabolic band. The injection is 
successful if the Fermi-Dirac function ݂ሺܧ,  ሻ is greater than aܧ
random number ݎ	 ∈ ሾ0,1ሿ , with ܧ  the Fermi energy and ܧ  the 
electron energy. This model introduces a binomial probability 
distribution which is later translated into fluctuations in the device 
current. 

 

 

FIG. 1. Number of attempts of injecting electrons computed from 
Eq. (1), plotted for a 2D material with parabolic velocity given by 
Eq. (2) in the top figure and with a linear velocity given by Eq. 
(3) for the figure in the bottom for a phase space cell ∆ݔ  ∆݇௫ 
ݖ∆  ∆݇௭  during a simulation time of 10 ns at 300 K. The 
parameter m*= 0.2ꞏm0, m0 being the free electron mass, gs = 2, gv 
= 2, fermi velocity ݒ= 5ꞏ105m/s, the dimensions of the phase-
space cell are ∆ݔ ൌ 20nm, ∆݇௫ =ݖ∆ ൌ ∆݇௭= 3ꞏ106  1/m. 

III. LINEAR AND PARABOLIC NOISE 

 

For a very simple ballistic model, the (instantaneous) current 
computed from7  ܫ ൌ ݍ  	௫ܮ/௫ݒ  provides dramatic differences 
between parabolic (Fig. 2 top) and linear (Fig. 2 bottom) band 
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structures. The current dispersion (noise) of both types of 
dispersion are radically different.   

 

 
FIG. 2. Number of electrons as a function of current I during a 
simulation time of 10 ns at temperature T = 300 K, with Fermi 
level ܧ  = 0.1 eV for materials with a parabolic band structure 
(top) and linear band structure (bottom). 

 
The power spectral density of the source, drain and gate 

currents for two field effect transistors, with a 2D parabolic 
dispersion (black-phosphorus) and linear dispersion (graphene) 
materials are plotted in Fig. 3. The noise in the drain and source 
contacts of the transistor with a linear dispersion has a maximum 
around 1 THz.  The physical origin of this peak is that almost all 
electrons in graphene have roughly the same velocity (see Fig. 2 
down) when entering into the device active region. In a transistor 
with a parabolic band, however, the uncertainty in the velocities 
(see Fig 2 top) washes out such mentioned peak in the power 
spectral density.      

IV. CONCLUSIONS 

We present a (time dependent) electron injection model for 2D 
linear dispersion (graphene) and parabolic dispersion (black-
phosphorus) materials. The model includes the thermal noise and 
discrete nature of charges. We see in Fig. 3 that the noise 
generated by a parabolic or linear band structure is very different. 
A peculiar peak appears in the power spectral density of the 
current noise in the linear-band materials, while such peak is 
missing for parabolic-band ones. This feature opens many 
unexplored possibilities to test (linear or parabolic) band 
structures in 2D materials from the noise performance.    

  

 

FIG. 3. Power spectral density of the current fluctuations as a 
function of frequency for a Monte Carlo simulation of transitors 
based on a black-phosphorus with parabolic band (top) and on 
graphene with linear band (bottom). Both devices have the same 
device geometry and under a DC conditions: the gate polarization 
ܸ ൌ 0 V and applied drain bias is 0 V. Electrons are only injected 
from the source contact.  
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I. INTRODUCTION 

 InAs nanowires (NW) are very promising materials for 
nanoscaled electronic transistors due to high-mobility channel 
transport, one dimensional conductivity and low power 
consumption1,2. The low effective mass of electrons in these 
materials may allow utilization of novel quantum effects and single-
electron phenomena3-5. In this respect fluctuation phenomena in 
such unique nanowire structures have to be studied to understand 
working principles of nanowire structures at nanoscale. 

Here we report on the results of transport and noise properties 
investigation of InAs nanowires with 30nm diameter and different 
lengths. We registered that the quantization effect determines noise 
properties in nanostructures. The effect is more pronounced with 
decreasing  temperature and nanowire length.  

 

II. EXPERIMENTAL DETAILS 

InAs nanowire samples with diameter of 30nm and different 
lengths were studied. The optical image of InAs nanowire chip 
under study is shown in Fig. (1). The InAs NW is contacted with 
electrodes for studies according to the transmission line model6. 
The chip was encapsulated and investigated at different 
temperatures. The noise spectra of the samples were measured in 
the frequency range 1 Hz - 3 kHz at different temperatures and 
substrate voltages in the linear mode: source-drain voltage VDS = 
20 mV. 

 

 
 
FIG. 1. The optical image of InAs NW chips under study. 
 
We have studied several NW segments with lengths of 600 nm, 

900 nm, 1200 nm and 3000 nm. The Si substrate was used as a gate 
electrode for the current flow control.  
 

III. RESULTS AND DISCUSSION 

 In general, InAs nanowires demonstrated n-type FET behavior. 
Fig.(2) shows a typical  dependence of drain current on back gate 
voltage applied to the InAs nanowire biased at VDS = 10 mV. The 
characteristic was measured at room temperature. It should be 
noted, that the leakage current was negligibly small for all cases.  

 
 
FIG. 2. Typical transfer characteristic of InAs NW segment with 

length of 600 nm measured at room temperature. VDS = 10 mV. 
 

The noise measurement results are shown in the Fig.(3). 
Measured noise spectra of InAs nanowires demonstrated mainly 
1/f  (flicker) noise behavior with exponent depending on back gate 
voltage. Value   changes from 1.5 to 1 with decreasing of 
temperature from T=300K to 100K. Several Lorentzian 
components related to random telegraph signal (RTS) noise can be 
resolved on the noise spectra of InAs NW at relatively high 
temperatures. Such noise components are associated with slow 
generation-recombination (GR) fluctuations that results in 
deviation  from 1 / f behavior at low frequencies. With temperature 
decrease, the contribution of these components decreased and 
completely disappeared at temperatures lower than T=175K. The 
value of normalized flicker noise ூܵ ௌܫ

ଶ⁄  was weakly temperature 
dependent at temperatures below 175K. 

The Lorentzian component of noise reflects generation-
recombination processes, ூܵ

ீோ,  and can be described using 
following relation: 

 

ூܵ
ீோ ൌ ଶܫ

Δܰଶതതതതതത

ܰ
1
ܰ

߬
1  ሺ2݂߬ߨሻଶ

 

      (1) 
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FIG. 3. Noise spectra measured for sample with L= 3000nm at VBG 
=0 and VDS=20mV at different temperatures from T=300K down to 
T= 85K with a step equal to 5K. 

 
As it can be derived from equation (1), ܵ ூ

ீோ changes are related 
to the changes of	߬. This reflects that the amplitude of the 

relative dispersion 
ேమതതതതതത

ே
 for each Lorentzian component in the 

noise spectrum decreases with increasing of charge carriers 
number N. In addition, extracted characteristic times as a 
function of gate voltage (VBG) are reflecting capture and 
emission processes related to several active centers (1 to 5 
centers) which are present in InAs nanowire structure. At 
low gate voltages (VBG) can be linear fitted  in semi-
logarithmic scale followed by saturation region at voltages 
greater than VBG = 0.3V. The value of low frequency 
Lorentzian-shape noise plateau, SI (0), extracted from 
measured noise spectra, demonstrate similar behavior as a 
function of back-gate voltage. The results reflect excellent 
controllability of trapped centers using back gate voltage 
and, in turn, communication with 1D channel transport, as it 
will be shown below. 

 
Amplitude of flicker noise, obtained at certain frequency 

in subthreshold regime, strongly decreases with voltage 
decrease. Surprisingly, the value of dimensionless Hooge 
parameter, αH, decreases considerably in about two orders of 
magnitude. The fact reflects that interaction of electrons with 
traps of dielectric layer became negligibly small. This can be 
explained by decreasing of free carrier concentration near the 
interface between InAs and dielectric layer caused by 

increasing of conductive channel confinement αH (VBG-Vth) 
dependence considerably differs for samples with different 
lengths at large voltages. It should be noted that αH decreases 
with (VBG-Vth,) decrease as well as αH decreases with 
temperature decrease. The results cannot be explained by the 
increased contribution of contact resistance, since in the 
latter case the dependence has to be opposite. In addition, 
threshold voltage dependencies on temperature, obtained for 
samples with different lengths, reflect non trivial behavior as 
a function of sample length. The shorter length the stronger 
correlation effect is registered resulting in single electron 
phenomena and dynamic barrier processes. This is in good 
agreement with reported in literature formation of 1D 
conductivity at temperatures below 295K. Noise spectra 
allow us detailed study of dynamic barrier processes which 
are observed with temperature decrease. Moreover noise 
spectroscopy allows us to identify the stronger 1D 
conductivity and formation of ballistic transport in the 
channel. This is confirmed by the linear dependence of the 
1 / f noise component on the current in power equal unity 
obtained in the experiment. Such noise behavior in structures 
with 1D conductivity can be described by similar model7 as 
in the case of carbon nanotube sample in frame of Hooge-
Kleinpenning phenomenological model. 

 
 

IV. CONCLUSIONS 

Transport and noise properties of InAs NW samples with 
different lengths are studied in a wide temperature range 
down to 85K. We registered space quantization of electron 
gas and formation of 1D conductivity with stronger 
quantization effect in low temperature range. Transport and 
noise characteristic behavior as a function of length support 
the reliability of this explanation and strong influence of 
dynamic barrier effect on transport and current fluctuations. 
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I. INTRODUCTION 

 
Most of the models that can be found in the literature, concerning 

bipolar transistors, attempt to describe experimental results and 

behaviors. Mainly, the evolution of the 1/f noise level versus the 

polarization is used for the establishment of this models1, 5. In 

Si/SiGe:C Heterojunction Bipolar Transistors (HBTs) the base 

current spectral density, SIB, is the most frequently measured 

quantity. Its evolution in power of the base current �� is then the 

starting point for a physical approach of the involved mechanisms 

in the origin and localization of 1/f noise sources in HBTs.   

 

Over the last twenty years, with the evolution of integrated 

electronics and very high frequency electronics, specific studies 

based on various geometrical and technological parameters have 

been conducted. These studies were mainly conducted to establish 

electrical models, but have also been used to try to refine the 

localization and origin of the 1/f noise sources. The main study of 

the 1/f noise level is the study of its evolution versus the emitter 

area and the bias. The most recent studies on Si/SiGe HBTs, 

including our work3, indicates a quadratic evolution of the 1/f noise 

level (��ଵ �⁄ ) versus the base current IB and an inversely proportional 

evolution versus the emitter area Ae. Based on the literature and 

theoretical models, these results show that the main sources of the 

1/f noise could be homogenously distributed in the emitter-base 

area and more specifically at the polysilicon/silicon interface in the 

emitter structure. 

Even if the assumptions indicate that the 1/f noise sources are 

located at the input of the Si/SiGe HBTs and are homogenously 

distributed at the emitter base area, there is no clear evidence of 

their exact localization (spacer, emitter perimeter, series 

resistances, poly-silicon/silicon interface …). This is thus always a 

topic to visit and one of the unsolved problems in the Si/SiGe HBTs 

low frequency noise domain. 

 

II. RESULTS AND DISCUSSION 

 

In order to try to find more evidence on the origin of the 1/f noise 

at the input of Si/SiGe HBTs, we have studied recently the impact 

of the collector doping on its evolution2. We have studied three 

types of HBTs named HS, MV and HV for which the collector 

doping was adapted to the applications High Speed, Medium 

Voltage and High Voltage.  

For the three types of transistors we have found that ��ଵ �⁄  is 

proportional to �ଶ and 1/Ae, and the 1/f noise amplitude is of same 

order of magnitude as can be seen in FIG. (1).  This indicates that 

the collector doping has no impact on the 1/f noise origin and is 

coherent with the general hypothesis concerning the localization of 

the 1/f noise sources in modern bipolar transistors which is to 

incriminate the intrinsic Emitter- Base junction.  

 

Moreover, in recent work, we have studied the low frequency 

noise at the output of Si/SiGe HBTs with the base AC short 

circuited to eliminate the noise sources coming from the input of 

the transistor4. This allows us to measure the output collector 

current fluctuations. We have studied the evolution of the collector 

current spectral density SIC versus the collector current IC and 

emitter area Ae. In FIG. (2) we present various spectra of SIC with 

the base AC short circuited. We have found that the 1/f noise level 

at the output of the transistor is proportional to ��ଵ.7and
ଵ√�, which is 

different of what was observed for SIB at the input of the transistors. 

The 1/f output noise origins are thus different than the ones at the 

input of the transistor. The localization of the 1/f noise sources at 

the output of Si/SiGe HBTs remains also a problem to be solved 

especially when there are too few studies in the literature.  

 

 

FIG. 1. Evolution of the 1/f noise level versus IB for HS, MV and 

HV transistors. 
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FIG. 1. Collector current spectral density SIC for different collector 

currents with the base AC short circuited. 
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I. INTRODUCTION 

The interpretation of quantum measurements is a question 
which has already led to discussions in the early days of quantum 
mechanics with the famous debate between Einstein and Bohr. 
The emerging Copenhagen interpretation was an elegant solution, 
since it effectively states that the outcome of a measurement will 
result in an eigenvalue of the measured operator and the wave 
function collapses to the corresponding eigenstate. While this 
works in many cases, where simply the arrival of a particle (e.g. 

electron or photon) is detected by a “click”, in that way one 
circumvents the question of what happens afterwards and since 
the system has either vanished (photon) or is thrown away 
(electron). In a statistical sense, the average of an observable is 

then given by the expectation value ⟨�⟩. 
On the other hand, the question becomes more interesting, if 

two observables � and � are measured in the same system, 
especially if they correspond to non-commuting operators1. The 
outcome of such measurements performed by two different 

detectors and averaged over many realizations is given by ⟨��⟩, 
where � and � denote the measured c-numbers. The problem is 
then which quantum mechanical expectation value this 
corresponds to. Some options are  

 

• 〈{�, �}⟩	 (symmetrized, Wigner order) 

• �〈[�,�]⟩     (“responsive”, Kubo order) 

• �0〈{�, �}⟩ + ��2〈[�, �]⟩ (generalized order)    

for arbitrary (real) parameters �0,2   . 

 
Obviously, the choice will strongly affect the interpretation of 

an experiment measuring such a correlation. One may argue that a 
given experiment will be designed to give one of the solutions, but 
in many cases this assignment is not clear since a measurement 
will contain several amplification stages and circuitry with 
possibly unknown states. 

The above problem becomes even more striking if one 
considers time-resolved measurements. This can be done by 

adding time arguments to the measurement results � → �(�2), … 

and to the operators � → �(�2),… . Now an additional question is 

how the time of the results, �2, is related to the time associated 

with the corresponding operators, �2  In general, the relation 
might even be non-local in time in the sense of a convolution  

�(�2) → ∫ �(�2, �2)�(�2)��2. At this point, we should note that 
such measurements will be at odds with the projection principle, 
since a projection will strongly alter the system dynamics and a 
later measurement rather measures the result of the projection than 

the dynamics of the system. Hence, in the following we will 
mainly concentrate on weak measurements, in which the 
backaction of the measurement is negligibly small. Such a limit 
can always be achieved in theory, but in practice there might be 
limitations. A consequence of the generalized uncertainty relation 
is that such a weak measurement is accompanied by detector 
noise1. This added noise makes it possible to measure non-

commuting observables, since the overall results are again 
described by a positively defined probability distribution. 

In the following we first discuss a phenomenological approach 
to time-resolved correlation measurements before presenting a 
microscopic picture giving additional insight on the detector 
properties necessary to perform a measurement of a given order.  

 

II. PHENOMENOLOGICAL 

APPROACH 

We start by formulating a possible theory of non-Markovian 
weak measurements using purely phenomenological arguments. 
On quite general grounds, one might argue that for weak 
measurements a linear relation between the measurement outcome 
and the corresponding operators exists. E.g. assuming the 
measurement addresses the symmetrized correlator, such a 

relation might look like 
 

⟨�(�)�(�)⟩ = ∫ ��<��<�=(�, �
<)�>(�, �

<)〈{�(�<),�(�<)}⟩/2 
(1) 

Here, we assume that causality will be obeyed by the response-

type functions, i.e. �=/>(�, �
<) = 0 for � < �′. For the often 

assumed instantaneous response �=/>(�, �
<) ∼ �(� − �<), we 

obtain the Markovian order ⟨�(�)�(�)⟩ = 〈{�(�),�(�)}⟩/2,  
which also follows from a more general argument using Kraus 
operators1. 

Now, we might ask if other orders might occur as well. Without 
further specifying the detectors, we make the Ansatz  

⟨�(�)�(�)⟩ =
1
2
∫ ��<��<�=(�, �

<)�>(�, �
<)〈{�(�<),�(�<)}⟩ 

+
�
2
∫ ��<��<�H=>(�, �

< , �, �<)〈[�(�<),�(�<)]⟩ 

(2) 

On general grounds, the function �H=>(�, �
< , �, �<) can be 

decomposed as  ∼ �=(�, �
<)�>(�, �

<) + �=(�, �
<)�>(�, �

<).2 Both 

functions � and � are a priori unknown and one can try to 
determine them for a given situation using physical arguments. 
One example discussed in Ref. 2 was to assume that the detectors 
are in thermal equilibrium, resulting in a temperature-dependent 
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universal function �JK(�) = �ℏ�coth	(
ℏR

ST
), here represented as 

Fourier transform of �(� − �<) for an equilibrium situation. 
By applying this scheme to measurements of a harmonic 

oscillator, an interesting connection to the quantum optical 
detection theory could be established. We distinguish three cases 
for the detectors: zero temperature, equilibrium with the system 
and “negative temperature”, where the latter corresponds e.g. to a 
two-level detector in the excited state. Grouping the operators of 

the harmonic oscillator in terms of ladder operators �(�U) = (� ±
��)/√2, we find for the second-order correlators: 

 

�� = 0 ⟨�U�⟩ Normal order 

�� → ∞ ⟨��U + �U�⟩/2 Symmetrized order 

�� = 0] ⟨��U⟩ Antinormal order 

 
This intuitive result tells us that a zero-temperature detector can 

only absorb energy quanta and, hence, leads to the normal 
ordering known from photon detectors. In contrast an inverted 
detector cannot absorb anything and will rather perform a 
measurement by emitting an energy quantum. The infinite 

temperature case is as close as possible to a classical detector. 
 

III. MICROSCOPIC PICTURE  

 It is clearly desirable to establish a more microscopic under-
standing of the different measurement schemes. In Ref. 3, such a 
picture has been developed by treating the full quantum dynamics 
of the system and the detectors. For that purpose, one assumes a 

coupling between the system and the detector of the form �= ∼
�=�, where � is the system variable to be measured and �= is a 
detector variable. The coupling parameter can in general be a 
time-dependent function but is in the following assumed to be 

constant. Finally, the variable �= of detector � is read off at a 
later time. In principle, the result depends itself on how strongly 
the detector is measured, but we can assume that the detector 
measurement is done weakly as well. 

The result of the full quantum treatment is indeed of the form 
anticipated in Sec. II, viz. we obtain the microscopic expressions   

�=(�, �
<) = −

�
ℏ
�(� − �<)⟨[�=(�),�=(�

<)]⟩ 

(3) 

�=(�, �
<) = ⟨{�=(�),�=(�

<)}⟩/2 
(4) 

Hence, we find an intuitive interpretation of the general weak- 
measurement result:  

1. The linear kernel � of the Markovian part is related to 
the Kubo formula known from general linear response 
theory according to (3). 

2. The non-symmetrized term in (2) can be seen as system-
mediated detector-detector interaction, i.e. the 

noise correlation function of one detector (e.g. �>) 
excites the system and its linear response is measured by 
the other detector. Naturally the Kubo formula of the 
system variables comes into play. 
 

In thermal equilibrium, due to the fluctuation-dissipation 

relation, commutators and anti-commutators are related, which 
leads to the interesting consequence that no additional information 
is gained in the weak measurement setup. A second consequence 
is that in order to measure the non-symmetrized correlators of the 

system in the quantum regime at �>� → 0, the detectors have to 
be dominated by quantum fluctuations themselves, because 
otherwise the intrinsic thermal fluctuations will dominate the 
system response and the detectors act again as classical objects. 

 

IV. OPEN PROBLEMS 

A large number of open questions emerge from the problem of 
weak, non-Markovian measurement: 

 

• Generalization to higher-order correlations functions. 
So far, we have considered mainly second-order 

correlators. A phenomenological approach to general 
correlators was proposed in Ref. 2, but the 
microscopic extension is missing. In particular, many 
more combinations of measurement outcomes are 
possible by mixing commutators and 

anticommutators, like ⟨{�, [�, {�, �}]}⟩. 
 

• Experimental design for different correlators. To test 
the various predictions experimentally, one would 
like to establish circuits which can be tuned to detect 
different quantum correlators. For second-order 
correlators, a quantum dot-based scheme has been 
proposed in Ref. 3, but more general schemes and 

different materials are desirable. 
 

• The microscopic model can be considered in classical 
physics too and one expects a similar picture. It is an 
open problem to determine if there is a clear 
quantum-classical border in weak measurements. 

 

• Fundamental question and open problem: Can weak 
measurements be used to replace the projection 
postulate of quantum mechanics.  

ACKNOWLEDGEMENTS 

The research was financially supported by the DFG through 
SFB 767. 

 
1
 A. Bednorz and W. Belzig, Formulation of Time-Resolved 

Counting Statistics Based on a Positive-Operator-Valued 
Measure, Phys. Rev. Lett. 101, 206803 (2008). 

2
 A. Bednorz, C. Bruder, B. Reulet, and W. Belzig, 

Nonsymmetrized Correlations in Quantum Noninvasive 

Measurements, Phys. Rev. Lett. 110, 250404 (2013). 
3
 J. Bülte, A. Bednorz, C. Bruder, and W. Belzig, Noninvasive 

Quantum Measurement of Arbitrary Operator Order by 

Engineered Non-Markovian Detectors, Phys. Rev. Lett. 120, 
140407 (2018).  

58



 

 

UPON 2018, GDANSK, JULY 9-13, 2018                                                                                                                          1  

 

Fluctuations in a NESS: is there any universal behavior ? 
 

Alex Fontana1, Richard Pedurand1,2, Ludovic Bellon1,* 
1 Univ Lyon, ENS de Lyon, Univ Claude Bernard Lyon 1, CNRS, Laboratoire de Physique, F-69342 Lyon, France 

2  Laboratoire des Matériaux Avancés, CNRS/IN2P3, F-69622 Villeurbanne, France 
* ludovic.bellon@ens-lyon.fr 

 
 

 
Fig. (1) - Effective temperature �"## of a system under a heat flow depending on the difference of temperature at its extremities. �"##  
quantifies the amplitude of the thermal noise driven fluctuations. All temperatures are normalized to the average temperature of the system. 
The experiment of Conti et al.2  is shown in the upper right corner: they study a longitudinal mode and a mixed one of an aluminum rod. They 
observed a strong excess of fluctuations in respect to an equilibrium situation. Our system is shown in the lower right corner: we study the 

flexion and the torsion of a silicon micro-cantilever. We observe a deficit of fluctuations. Even if we propose a reasonable model that explains 
our data (a spatial average of the real temperature weighted by the dissipation), it cannot account for the Italian group results. 

 

I. INTRODUCTION 

Though most of the time unnoticeable, thermal fluctuations are 
present in any system having a non-zero temperature. When an 
extreme precision is required, such as in Gravitational Waves 
Detectors, or when the system size decreases, at nanoscale for 
example, thermal noise is the factor that prescribes the ultimate 
resolution of a device. Its understanding is thus fundamental.  

The cardinal tool in this sense is the Fluctuation-Dissipation 

Theorem (FDT) from Callen and Welton1. Let’s consider a system 

that presents some form of energy dissipation that we can study 
through an observable θ. The FDT links the fluctuations of θ with 

the dissipation of the response function related to this observable 
and the temperature, and writes in the Fourier space: 

�%(�) = 2�,�
�� ��0 1

�(�)3 

with �%(�) the power spectrum density, T the equilibrium 
temperature, G(ω) the mechanical response function associated to 
θ and ω the angular frequency. This relation then yields the 
Equipartition Principle: 

1
2�(� = 0)〈�7〉 = 1

2�,� 

All of this is granted at equilibrium. When we try to adventure 
ourselves out of this region the two equations are not necessarily 
true. In order to find some extension of the FDT, experiments are 

then necessary. Out of equilibrium, an excess of fluctuations is 
usually expected, as found for example by Conti et al.2 and reported 
in Fig. (1): the fluctuations of a solid body subject to a constant heat 
flow are larger than that expected from its mean temperature. On 
the contrary in the work of Geitner et al.3 a lack of fluctuations is 
observed: the deflection of a micro-cantilever is almost insensitive 
to the heat flowing through it, however strong the temperature 
gradient induced by a laser focused on its tip. There is then a clear 
disagreement between these two experiments corresponding to a 

Non-Equilibrium Steady State (NESS). 

(1) 

(2) 

59



 

 

UPON 2018, GDANSK, JULY 9-13, 2018                                                                                                                          2  

 

In this presentation we show how we can further explore this 
difference, studying the torsion of a heated micro-cantilever. We 
first present the experimental setup, an Atomic Force Microscope 
(AFM) micro-cantilever in vacuum. This system is ideal to study 
this NESS: it’s both large enough to present a strongly non-uniform 

temperature profile and small enough to have uncoupled degrees of 
freedom and measurable thermal fluctuations. We then briefly 
show how we can measure the real temperature of the system thanks 
to the frequency shift of the resonant peaks in its thermal noise 
spectrum. We proceed to calculate the effective temperature from 
the FDT and we show how also for the torsional motion it is much 
inferior to the average temperature. We then see that the missing 
noise in the deflection modes is not to be expected in the torsional 

ones. We propose an extension of the FDT similar to the one of 
Geitner et al.3 We conclude with open questions on the possible 
ways we can extend the FDT for the torsional modes and the origin 
of the missing noise. 

II. EXPERIMENT 

The sample is a single crystal silicon cantilever with nominal 
length 500 µm, width 90 µm and height 1 µm. In order to measure 
its thermal fluctuations, we use an optical beam deflection setup. 
We consider a Saint-Venant model to describe the motion of our 
observable θ(x,t), the torsional angle along the length of the 
cantilever. This is described by Eq. (3) in the Fourier space: 

9−���7 + �
�� 0�(�, �)

�
��3@�(�, �) = ΓBCD(�, �) 

with m the mass of the cantilever, I its second moment of area, C 
its torsional stiffness and Γext the external torque per unit length. We 

consider a normalized position x that spans from 0 to 1.  
Increasing the laser power, we can notice that the resonant 

frequencies are redshifted, caused by a softening of the cantilever 
when it gets hotter. We used this effect to calculate the real 
temperature profile of our system following Paolino et al.4 

From the spectra we then measure the mean quadratic torsion 
<θ2>, that we use to calculate the effective temperature of the 
cantilever.  

III. EFFECTIVE TEMPERATURE 

 In Eq. (3) our observable θ is linearly coupled with the external 

torque Γext in the Hamiltonian. We can hereby apply the FDT at 

equilibrium to the amplitude θn of torsional mode n: 

�%E =
2�,�
��  ∫�� �J(�)�K(�

L(�, �)�K�J(�))
(�JM(�) − ���7)7 + (�JL(�))7  

with �JM,L(�) = ∫�� �M,L(�,�)N�K�J(�)O7 the real and 

imaginary parts of the torsional stiffness, the latter responsible for 

dissipation, and ψn(x) is the mode n shape, the spatial solution of 
equation (3). Our aim is to extend this relation to a NESS. 

Due to the heat flow, the cantilever temperature is a function of 
the position along its length, T(x). To insert it inside (4), we are 
facing three different scenarios: 

1)  we can place it inside the integral. 
2)  inside the first derivative. 
 

3)  inside the second derivative. 
The right choice is an open question. The lead we can follow 

comes from the work of Y. Levin5 where it is shown how the 
thermal noise is proportional to a time-averaged dissipated power. 
As in Geitner et al.3 we seek a formulation that leads us to this 

result. We have hereby inserted T(x) inside the first derivative. 
Taking the integral over the frequency we can express a possible 
extension of the Equipartition Principle: 

1
2�J

M(�J)〈�7〉 = 1
2�,�J

BPP 
with  

�JBPP = ∫�� �
(�)�L(�, �)N�K�J(�)O7

∫�� �L(�, �)N�K�J(�)O7
= ∫ �� �(�)�JRSTT(�) 

(6) 
 

with �JRSTT(�) the mode-dependent normalized dissipation power 
that weights the temperature T(x).  

We show in Fig. (1) this measured effective temperature for both 
deflection and torsional modes along with the results of Conti et al.2 

Even if �JBPP rises with the laser power, it is well below the actual 
system temperature. This means that the Equipartition Theorem is 
not valid in the case of our NESS, again in an opposite direction 
with respect to the Italian experiment which effectives temperatures 

stand well above the average one. This result is analogous to the 
one of Geitner et al.3 where the system’s mechanical noise remains 
almost constant even if the tip is heated up to the melting point. 

IV. OPEN PROBLEMS 

In our experiment we study a system in a NESS that presents 
surprising fluctuation properties. Our setup allows us to carefully 
control our out of equilibrium state and to measure fluctuations and 
response for various degrees of freedom. We extend the study of 
the deflection modes and demonstrate that also for the torsional 
modes there is a strong lack of fluctuations. We could expect a 
higher effective temperature than an equilibrium state, instead we 
are facing a much lower one.  

In our quest for the missing noise we have pointed out some leads 
that will be discussed in the presentation: 

• Which is a formally correct extension of the FDT in the 
presence of a non-uniform temperature? 

• Is expressing the effective temperature as a weight on 
dissipation the only way possible? 

• Let’s suppose that the temperature dependence on the 
dissipation is correct. We can then argue that we have a strong 

non-uniform dissipation that occurs just at the base of the 
cantilever, where the temperature is the environment one T0. In 

this way it’s natural that �JBPP is really close to this value. But is 
this the only possible explanation? 

• Why does a similar physical system like Conti’s experiment 
show an increase of the fluctuations instead? 

• Any suggestion will be welcomed during the discussion! 
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I. INTRODUCTION

Many situations in natural sciences can be successfully in-

vestigated adopting the stochastic level of description, consid-

ering the system of interest as a dynamical system responding

to external perturbations represented by a noise. In the sim-

plest situations this noise is assumed to be white and Gaus-

sian. The white type of the noise is the consequence of the

large number of independent interactions bounded in time. Its

Gaussian character arises due to the assumption that the in-

teractions are bounded in their strength. In many far from

equilibrium cases the second assumption fails; the interac-

tions still can be of the white type (i.e. independent) but de-

scribed by heavy-tailed distributions frequently of the α-stable

Lévy type1. Such heavy-tailed fluctuations2, among others,

are abundant in heartbeat dynamics, neural networks, search

on a folding polymers, animal movement, financial time se-

ries, and even in spreading of diseases and dispersal of ban-

knotes.

II. MODEL

Here we study influence of the α-stable Lévy type fluctu-

ations on the damped underdamped harmonic oscillator. We

examine the distributions of the kinetic and potential energy

and of their ratio as well as the position and velocity distribu-

tions. In the dimensionless variables the system is described

by the following Langevin equation:

ẍ(t) = −γẋ(t)− x(t) + σζα(t), (1)

The white α-stable noise ζα(t) is a formal time derivative

of the α-stable motion3 Lα(t). It results in stochastic in-

crements which are distributed according to the symmetric

α-stable density whose characteristic function is given by1,3

φ(k) = exp [−σα|k|α] . The parameter α (0 < α 6 2)

is the so called stability index describing asymptotics of α-

stable densities which for α < 2 is of the power-law type

p(x) ∝ |x|−(α+1). In the α = 2 limit the α-stable noise

is equivalent to the Gaussian white noise. The strength of

fluctuations in Eq. (1) is controlled by the scale parameter σ
and its similarity properties are governed by the parameter α.

Contrary to the α = 2 case, due to the divergence of the sec-

ond moment 〈v2〉, for 0 < α < 2, there is no fluctuation-

dissipation relation of the Smoluchowski-Sutherland-Einstein

type4,5. Consequently, damping coefficient γ and fluctuation

intensity σ are independent parameters. Moreover, in Eq. (1),

the white Lévy noise ζα(t) with the scale parameter set to

unity is used. The instantaneous kinetic and potential ener-

gies of the system are denoted by Ek = v2/2 and Ep = x2/2,

respectively.
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FIG. 1. The quotient of the corresponding prefactors D = wα
v /w

α
x

for various values of the stability index α. Please note the double

logarithmic scale in the main plot and the linear scale in the inset.

The characteristic function of the joint probability distribu-

tion of (x, v) can be obtained explicitly6,7. The formal solu-

tion of the problem is astonishingly different from the solution

under Gaussian noise. The p(x, v) distribution is the 2D α-

stable density from which marginal densities px(x) and pv(v)
can be calculated. The large |x| and |v| asymptotics of the

corresponding PDFs are

px(x) ∝
wα

x

|x|1+α
and pv(v) ∝

wα
v

|v|1+α
, (2)

i.e. they are of the of the α-stable type with the same stability

index like the driving noise. However, contrary to the stochas-

tic oscillator driven by Gaussian white noise variables (v, x)
are no longer independent, i.e. the stationary distribution does

not factorize6.

The numerically calculated quotient of the corresponding

prefactors D = wα
v /w

α
x is depicted in the Fig. 1 as a function

of the damping coefficient γ. Various curves correspond to

different values of the stability index α. The inset shows small

γ dependence. The quotient D follows the pattern derived in7

D =
wα

v

wα
x

=

{

γ−α for 0 < α < 1
γα−2 for 1 6 α 6 2

. (3)

Numerical simulations presented in Fig. 1 perfectly confirm

the scaling predicted by Eq. (3). Please note, that results for

α = 0.5 (empty squares) and α = 1.5 (empty circles) coin-

cide.

Through the change of variables x = ±
√

2Ep, v = ±
√
2Ek

one can show that energy distributions have following asymp-
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totics

p(Ep) ∝
wα

x

E1+α

2

p

and p(Ek) ∝
wα

v

E1+α

2

k

. (4)

Figure 2 presents sample potential Ep (full symbols) and ki-

netic Ek energy (empty symbols) distributions.

The instantaneous quotient of the kinetic and potential en-

ergy r = Ek(t)/Ep(t) = v2(t)/x2(t) has the universal asymp-

totics

p(r) ∝ r−3/2 (5)

which is independent of α. The universal r−3/2 asymptotics

of p(r), see Eq. (5), originates due to lack of independence be-

tween position and velocity. If x and v were independent the

behavior would be very different of the non-universal type7.

Figure 3 presents the ratio r of instantaneous kinetic Ek and

potential Ep energy. Solid line presents theoretical asymptotic

given by Eq. (5).

III. SUMMARY AND CONCLUSIONS

For the stochastic harmonic oscillator driven by the Gaus-

sian white noise, in the stationary state, the distribution of

variables (x, v) is a bivariate Gaussian. Since this distribution

factorizes into a product of x- and v-distributions, the phase

variables are independent. The independence of x and v car-

ries over to the equipartition theorem of equilibrium statistical

physics. In the case of Lévy noises other than the Gaussian

one none of these properties holds. The distribution of (x, v)
is a non-elliptic 2D α-stable density. Thus, the variables x and

v are dependent, and the dependence is stronger6 in the over-

damped (large γ) case than in the underdamped one (small γ).

This dependence is responsible for violation of basic concepts

of equilibrium statistical mechanics.

Kinetic and potential energies of a harmonic oscillator

driven by a symmetric α-stable noise have the same power-

law asymptotics of E−(1+α/2) type determined by the noise

type. Contrary to the classical Gaussian case, showing the

equipartition between the kinetic and the potential energy,

〈Ek〉 = 〈Ep〉, we demonstrate that no such equipartition is

observed for the Lévy noise, except for the case of vanishing

damping. In the limit of γ → 0 both densities have the same

widths. With the increasing damping larger fraction of energy

is stored in the form of the potential energy. In the limit of

γ → ∞ the system is fully overdamped. It is fully character-

ized by its position only and the kinetic energy vanishes.

The distribution of the ratio r = Ek(t)/Ep(t) of instanta-

neous kinetic and potential energies in the stationary state has

the universal r−3/2 asymptotics independent on the stability

index α, which differs strikingly from the situation when the

position and the velocity of the oscillator were independent.
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For Gaussian noise the form of the escape rate, r, describing a 

transition from a metastable state, is well known as Arrhenius 

equation or as Kramer’s rate1: 

 exp
U

D
r Z

     (1) 

where Z is a prefactor, U is a height of barrier to overcome for 

escape to occur, and D is an intensity of Gaussian noise. This form 

(1) is in the heart of a vast number of theoretical approaches and 

practical applications, where form (1) is used explicitly or 

implicitly. The prefactor Z is often a research question for a 

particular system, but scaling in the following form 

 exp
U

D
r

      (2) 

is considered as universal, at least for the case of an additive 

noise. In fact, the scaling law (2) has been confirmed for potential, 

non-potential and non-equilibrium multidimensional systems2. 

Such scaling separates system’s properties describing via the 

barrier U, from properties of fluctuations representing via the 

intensity D. Therefore if a system is changed, it would affect the 

barrier U only, and the scaling law allows us to predict changes 

in the escape rate for varying D.  

Gaussian noise is widely used and it is proven to be a very 

useful approximation of real fluctuations, in particular thermal 

fluctuations. However, there are many situations when 

fluctuations are not Gaussian. In photonics and electronics shot 

noise is abundant, whereas Gaussian noise is a limiting case of 

shot noise with small amplitude and high frequency. Fluctuations 

in coupled nonlinear systems and networks of systems can be 

quite complicated. Fluctuations in many biological systems can be 

distinct from Gaussian on different scales from cell level to 

population’s dynamics. In many branches of engineering 

fluctuations have very complicated statistics, for example in fluid 

dynamics, vibrating structures. Non-Gaussian fluctuations are 

important in signal detection. In all mentioned examples the task 

of a transition from a metastable state is often considered and the 

rate for non-Gaussian noise is a quantity to estimate. For example, 

recently an approach for characterizing properties of shot noise in 

a mesoscopic system via measuring the escape rate has been 

extensively discussed theoretically and experimentally3,4. In 

neuroscience fluctuations have very complicated nature and non-

Gaussian noise is considered as an important contribution to firing 

rate of neurons5.  

Thus, non-Gaussian noise is a part of many theoretical and 

practical problems, including the problem of transition from a 

metastable state when an escape rate as a function of noise’s and 

system’s properties needs to be defined. A possible attractive 

approach for tackling this problem consists of considering the rate 

in a form similar to (2) which lead to straightforward practical 

measuring of the barrier as a slope of 1log( )r
D

 . Such 

approach is adopted in many publications, for example, for 

characterizing statistics of shot noise in mesoscopic systems2,3. 

Shot noise is an example of non-Gaussian noise and the task 

consists of the estimation of so called full counting statistics6 

which includes the third- and higher-order cumulants of noise. In 

experiments, non-Gaussian noise corresponds to a mixture of 

Gaussian and Poisson noises, both noises are assumed to be white. 

An amplitude of Poisson noise can be positive or negative, 

therefore the resulting probability density of non-Gaussian noise is 

characterized by an asymmetry depending on sign of the 

amplitude. A comparison of the escape rate for noises with 

different asymmetry in noise’s distribution leads to an estimation 

of cummulants2,3. An experimentally measured escape rate is 

suggested2,3  to be described as 

 exp aS

D
r

      (3) 

where D corresponds to the second cumulant (intensity) of non-

Gaussian noise, and the effect of higher cumulants contributes to 

the change of the barrier 
a

S . Note that third and higher cumulants 

are equal to zero for Gaussian noise. Therefore, if the effect of 

non-Gaussian contribution is weak, the barrier 
a

S  tends to U. 

The rate (3) was applied for theoretical considerations of 

overdamped and underdamped potential systems and the rate was 

compared with numerical and experimental results7,8; some 

disagreements between the theory, numerical simulations and 

experiment were reported. 

Billings et al9 consider similar type of non-Gaussian noise for 

an overdamped system and suggested a different form of the rate:  

 exp ng

U
A

D
r

      (4) 

where 
ng

A  is a factor describing the effect of non-Gaussian noise 

and it depends on a ratio between D and an amplitude of Poisson 

noise. A comparison between theoretical and numerically 

calculated escape rates demonstrated an agreement, but a 

discrepancy is also present.  

The case of pure Poisson noise acting on an overdamped 

potential system was considered by Dykman10 and the following 

form for the escape rate was suggested: 

  expr Q  (5) 

where Q is an action of an auxiliary Hamiltonian system which 

includes parameters of Poisson noise explicitly. This form (5) was 

used for describing Poisson noise induced switching in a driven 

underdamped micromechanical resonator11. In brief, it was 

implicitly shown10,11 that the use of forms (2) and (3) are 

questionable. Note that a frequency of Poisson noise was used for 

analyzing scaling properties of the escape rate, but the frequency 

does not definite uniquely the noise intensity and/or high-order 

cumulants of non-Gaussian noise.  
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The form (5) is rigorously derived, and the suggested 

derivation10 should be also valid for a large family of non-

Gaussian noises with corresponding assumptions. The key 

assumption of this derivation is that the escape is a rare event with 

respect to characteristic times of system and noise, and this 

assumption is valid in a majority of cases of interest. However 

form (5) does not include noise’s parameters, and an additional 

consideration is required for analyzing the dependence of escape 

rate on noise’s properties. Thus, a separate consideration should 

be done for a particular type of non-Gaussian noise, that it is not a 

universal description.  

In turn, non-Gaussian noise can be comprehensively described 

by cumulants. One of unsolved problem in the current theoretical 

development can be formulated as the following: what is a 

parametrization of the escape rate via the cumulants of non-

Gaussian noise and what are leading factor(s) which define the 

dependence of the escape rate on the cumulants? In fact, the forms 

(3) and (4) can be considered as representing a case when second 

cumulant is a leading factor. Performed experimental and 

numerical analysis8 of non-Gaussian noise as a mixture of 

Gaussian and Poison noises, demonstrates that a contribution of 

high-order comulants is relatively weak and the use of scaling (2) 

is reasonable, especially in the presence of uncertainties in 

measurements of system’s parameters.  

Another open question, could high-order cumulants’ 
contribution leads to a qualitative (rather than quantitative) change 

in scaling of the escape rate? So far, overdamped and 

underdamped potential system driven by non-Gaussian noise was 

considered. Could the effect of non-Gaussian noise be increased 

or suppressed in a particular form of non-potential and/or non-

equilibrium system? 

In considered above papers, shot noise in a form of Poisson 

noise plays the role of non-Gaussian contribution. What are other 

important models non-Gaussian noise? For example, the noise 

with a log-normal distribution is often mention in neuroscience. Is 

this type of noise applicable in other scientific fields?  

Note, that there is a well-established class of non-Gaussian 

noises with -stable or Levy distribution. The escape rate was 

comprehensively considered for such type of noises and the main 

conclusion13,14 is that escape induced by jumps, corresponding to 

heavy tails of the distribution, are always faster than those induced 

by diffusive behavior, which is the main topic of the consideration 

above. 
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I. INTRODUCTION 

The passage of physiologically relevant ions across cellular 

membranes presents an unsolved problem of noise that is of crucial 

importance in biology. It involves a passive, stochastic, transport 

process that occurs via biological ion channels1. Such channels are 

essential in physiology for maintaining and regulating cells. For 

example, voltage-gated sodium channels are well known to play an 

important role in the transmission of action potentials.  

Ion channels possess a number of confounding properties and, in 

particular, they can be highly selective and yet conduct ions at close 

to the rate of free diffusion, ~ͳͲ଼s−ଵ. Na+ channels can select Na+ 

in preference to other monovalent ions e.g. K+, and also in 

preference to divalent ions such as Ca++; and yet allow permeation 

at ~ͳͲs−ଵ. This paradoxical combination of properties is known 

within the community as the “conductivity-selectivity paradox”, 
and has been a multi-decade-long standing problem2.  We will focus 

in particular on this paradox with the ultimate goal of describing the 

function of a channel from knowledge of its structure. 

To tackle the paradox we will consider the statistics of a narrow 

model selectivity filter, develop a kinetic model, and compare the 

theoretical current with that for NaChBac from Bacillus halodurans 

(see Fig. (1)). This is a prokaryotic voltage-gated Na+ channel for 

which a homology model structure exists; and its wild-type (WT) 

selectivity filter contains the amino acid sequence of residues 

LESWAS, where the glutamate E provides a negative fixed 

charge3,4 of -4e. Recent analysis suggests, however, that this charge 

might not be exact due to protonation; and thus that the channel 

actually has an effective fixed charge that is much smaller5,6.  

 
FIG 1. Representation of NaChBac3,4 embedded in a cell membrane 

made using VMD7. The channel (in black) crosses the membrane 

with its selectivity filter highlighted in red.  

II. STATISTICAL THEORY 

We start by defining our system as a pore of length �� and radius �� , thermally and diffusively coupled to intra- (L) and extra-

cellular (R) bulk reservoirs. These contain arbitrary concentrations 

of mixed species. The pore contains 4 binding sites; however we 

shall reduce the system by considering isoenergetic sites meaning 

that each site possesses the same interaction strength. Molecular 

dynamics (MD) simulations have demonstrated Na+ permeation to 

be a transition between 2 ions and 3 ions in the pore3,4, and so we 

shall reduce the system by treating dual occupation as the ground 

state. The interactions in the system are defined by electrochemical 

potentials in the bulk, interaction with the charge �� of the filter, 

nonideal chemical interactions via the excess chemical potential ߂�̅̅̅̅  and influence from the driving force �� − �ோ. Hence the Gibbs 

free energy describing each state can be written as,8,9,10,   � = � + ∑ ݈݇ܶ�ሺ�!ሻ − ݈݇ܶ�ሺ��ሻ − �߂��̃ ሺͳሻ 

where: � represent the interaction with the charge in the filter � =ܷ�ሺ�� + ∑ � ሻ, where ܷ� depends on the pore geometry via �ଶ��/8������ଶ; the mole fraction in each s bulk is introduced via ��; and ߂�� ̃contains the excess and voltage terms ߂�̅̅̅̅  + ��ሺ�� −���ሻ.  This latter contribution is zero in symmetrical solutions, or 

equal to the Nernst potential for asymmetrical solutions. The 

equilibrium distribution therefore takes the following form  �({�} = �−ଵ ∏ ሺ��ሻ���!  �∑ ����̃�−�� ்⁄ . ሺʹሻ 

We have demonstrated through rigorous analysis that the 

fluctuations and statistical properties are calculable from the 

partition function Z, and lead to conductivity and Fick’s law in the 

linear response regime. However our ultimate goal is to go beyond 

this to calculate and predict current when far-from-equilibrium. 

III. KINETIC THEORY 

The system in non-equilibrium can be described through a set of 

master equations11 describing the probabilities of each state and the 

transitions between them, Ͳ = �({�})߁�,�+ଵ  − �({� + �})߁�+ଵ,�  . ሺ͵ሻ 

These can easily be solved under steady state conditions with each 

non-equilibrium probability reducing to a function of transition 

rates.  The electrical current can be calculated from the balance of 

fluxes, �� = � ቀ߁�,�+ଵ �, �({�}) − ଵ,� �,+�߁ �({� + �})ቁ . ሺͶሻ 

The transition rates are derived following the grand canonical 

Monte-Carlo method9,11,12, with a normalisation that at equilibrium 

the rates must be diffusion limited. This normalisation is still being 

analysed in conjunction with results from the mean-first-passage-

time and Brownian Dynamics in a tilted potential, and will be 
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discussed in further detail in the presentation. The rates therefore 

take the following form,  ߁�,�+ଵ �, = ���/��ଶͳ + ���� ்⁄ , = ଵ,� �,+�߁ ���/��ଶͳ + �−��� ்⁄ �−���ሺ��−���ሻ�� . ሺͷሻ  

 

Thus in the equilibrium limit it is clear that we can recover a 

Kramers like exponent with a large energy barrier, rates 

proportional to ��/�ଶ in barrier-less transition and diffusion limited 

rates for downhill barriers. The terms: � and � represent fitting 

parameters defining the diffusion coefficient in the filter which is 

known to be less than the bulk value and the electrostatic symmetry. 

If we first consider only the transition of 2 to 3 ions in their most 

optimal energy states, then we can derive the following linear 

response relations for the conductance,  ��� = �ଶ�����ʹ��ଶ × �−������(ͳ + �−������ + ������� )ଶ × (ͳ + �−������ ) ���߂
ሺሻ�� = �ଶ����ʹ��ଶ × �������(ͳ + �−������ + �−������ )ଶ × (ͳ + �−������ ) ��߂

 

whence it is clear that conduction maximises when we have large 

selectivity and barrier-less transitions. Hence we recover Coulomb 

blockade phenomena5,6 and this results in resonant peaks vs. �� 

because conduction maximises when �� is tuned to allow a barrier-

less transition and hence a maximal fluctuation rate between states 

(see Fig. (2)). 

 
FIG 2. Current vs. nf for Ca+ +  and Na+ . Ca+ +  conductance has a 

smaller amplitude and is shifted in due to the influence from Na+ . 

Single channel current-voltage (I-V) data has been collected using 

the patch-clamp technique for NaChBac (LESWAS) and its mutant 

(LEDWAS) under symmetrical 0.14M Na+ solutions (and 

LESWAS under 0.5M conditions in the inset). The theoretical 

current has been successfully fitted to these data (see Fig. (3)) for 

the following fitting parameters: � = Ͳ.ͳͳ, � = Ͳ.Ͷ, ாௌ� ��̅�߂ =͵.͵݇ܶ, ா� ��̅�߂ = −ͳ.ͷ݇ܶ; assuming that the fixed charges of the 

channel were slightly reduced to -2.5e and -3.5e respectively. The 

effect of the mutation is clearly that of lowering the value of the 

excess chemical potential difference, and hence reversing the 

chemical binding interaction. 

 
FIG 3. Theoretical current (solid lines) plotted against 

experimental data (coloured circles) for NaChBac and a mutant. 

IV. CONCLUSION 

In conclusion, we have made significant progress towards the 

resolution of the paradox introduced in the introduction. We have 

motivated a multi-species kinetic model that is capable of 

describing the permeation of mixed-valence ions through the 

selectivity filter of NaChBac. It has been used successfully to fit 

experimental data from NaChBac, in a reduced state-space 

example. In the linear response regime we observe maximal 

conduction occurring when it is possible for a barrier-less transition 

i.e. Coulomb blockade. To extend the work we will continue our 

analysis of the NaChBac channel by consideration of the full state 

space, and relaxation of the isoenergetic sites approximation.  
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I. INTRODUCTION 

Recent advances in single particle tracking techniques have led 

to a growing interest in the theoretical study of the motion of 

microscopic particles in biological environments1. It is of key 

importance for the field of biology to characterize the diffusion of 

such particles. This diffusion, which often is anomalous and non-

ergodic, is related to the interaction of the particles with the 

surrounding environment. However, due to the complexity of the 

system, there is still the need of theoretical descriptions of the 

experimentally observed diffusion phenomena. In this context, we 

have proposed different models to explain such phenomena: the 

patch model2, the hunters model3, the Ising environment approach4 

and the confinement approach5. Here, we discuss the last two 

models, which take advantage of the geometry/interactions of the 

environment.  

II. ISING ENVIRONMENT 

We model the environment with a 2D Ising lattice, i.e., a set of 

particles with two possible spin states, up or down4. The spins 

interact with their nearest neighbors and the system is considered at 

certain temperature T. At the critical temperature, Tc, the particles 

with spins pointing in the same direction tend to form clusters (see 

Fig. 1 (a)). The size of those clusters is given by the distribution �ሺܵሻ ∝ ܵ−�−ଵ, where � + ͳ ≈ ʹ,Ͳ59. 

We consider that, in such environment, a particle performs a 

continuous time random walk (CTRW), i.e. a random walk in which 

the waiting time between each step is stochastic. In our model, the 

diffusivity of the particle is a function of the area of the cluster that 

the particle visits at each step, � = ܵ−� (see Fig. (1)(b)). Here � 

could be considered as the strength of the interaction between the 

particle and its environment. To find how many steps the particle 

moves within certain domain it is important to consider the 

temperature of the Ising environment and how fast the environment 

evolves with respect to the impurity dynamics. We propose that this 

effect can be addressed in a simplified way by considering that the 

mean number of steps in each cluster is �̅ = ܵ� and we check it 

numerically. It is crucial to consider in this system the possible 

finite size and departure from the critical temperature in the 

environment, as both effects introduce a largest value of a domain 

in the distribution of domains, i.e., a cut-off in the power law 

distribution of sizes, termed as �. Considering the previous two 

effects, we can calculate the waiting time PDF of the CTRW 

performed by the particle to give 

 

 

�ሺ�ሻ ∝ �−� [Γ ቀ�, ��ቁ − Γሺ�, �ሻ],                            (1) 

 

which implies that the mean squared displacement (MSD) shows 

subdiffusion for a transient time, with slope given by ܯଶሺ�ሻ ∝�ఈሺ�,�ሻ with ߙ = �−ଵ−�� , and normally diffuses afterwards [see Fig,. 

2(a), and Ref.4]. 

III. COMPARTMENTS & BARRIERS 

We consider now the case where the environment is composed 

of compartments of size L, which boundaries are partially 

reflective, i.e. porous. This means that when a particle reaches the 

boundary of a compartment, it has a certain probability T of being 

transmitted [see Fig. 1 (c)]. A particle performs a random walk in 

Fig. 1 (a) Example of a Ising spin configuration at Tc. (b) 

Scheme of the motion of a particle through an Ising 

environment. (c) motion of a random particle in segments of 

ramdom length L and barrier height q. 
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this compartmentalized environment, where the size and 

transmittance are stochastically distributed, �ሺܮሻ = ఉ−ଵ and �ሺܶሻ−ܮ ߚ = ቀଵ�ቁ−ఈ−ଵ ߙ
. One can then differentiate two different scales 

to the study of the particle. The first one considers that we can track 

the full trajectory of the particle. This means that we have access to 

the motion of the particle in the interior of the compartments. We 

consider this to be the microscopic scale. In this, we show how the 

particle anomaly diffuses, and more particularly, the motion of the 

particle is subdiffusive and nonergodic.  

The other scale considers that we can only access the particle 

when it exits a compartment. We call it the macroscopic scale. 

From the first observation of the particle to the next one, we can 

extract two useful parameters: the distance it has travelled, 

corresponding to the size of the compartment, and the time it has 

taken to travel such distance. The behavior of the particle can then 

be described as a Lévy Walk6, where the particle performs jumps 

with distribution �ሺܮሻ. The behavior of the particle can then be 

studied by means of the joint distribution of being at point x at time 

t 

 �ሺ�, �ሻ = ∫ �ሺ�|�, ܶሻ�ሺܶଵ ሻ�ሺ�ሻ��.                 (2) 

The conditional probability �ሺ�|ܮ, ܶሻ is in fact the time a particle 

takes to exit a compartment of size L and transmittance T. We show 

that this conditional probability is an exponential of the form �ሺ�|ܮ, ܶሻ = �� expሺ− � �� ሻ                          (3) 

From Eq. (3) one can calculate the waiting time PDF �ሺ�ሻ. In Fig. 

2 (b) we compare this distribution with the ones calculated 

numerically from simulations of the model described. In order to 

characterize the motion of the particle we proceed to calculate the 

mean squared displacement (MSD) as7 

ଶሺ�ሻܯ  ∝ �ଶ−ఈ−ఉ ,                                 (4) 

(see details for the case ߙ =  in Ref.5). It is interesting to see here ߚ

that by changing the slope of the distributions of jumps and 

transmittances, we can access a very wide range of behaviors for 

the motion of the particle, covering superdiffusion for ߙ + ߚ < ͳ  

to subdiffusion for the opposite regime. 

 

IV. CONCLUSIONS 

We have discussed models of CTRW in structured environments. 

When the environment is described with a critical Ising model, the 

system can show subdiffusion but only during a transient time, 

under realistic finite system or departure of Tc conditions. For 

random confinement, we find different anomalous diffusion 

processes at different space scales. For the macroscopic scales 

(times and lengths measured when the particles exit a compartment) 

we find a Levy flight process whose microscopic origin is simply 

Brownian motion with partial transmittance. Remarkably, 

depending on the coefficients describing the distribution of sizes 

and transmittances we find either a superdiffusive and a 

subdiffusive regime. 
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Fig. 2  (a) MSD of a particle moving in an Ising environment of 

finite size. (b) Waiting time distribution of the macroscopic behavior 

of a particle moving in a compartmentalized environment. Dashed 

lines are theoretical predictions. 
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I. INTRODUCTION 

Diffusion is a fundamental phenomenon, which occurs in 

systems with noise. It is easy to imagine a Brownian particle in a 

one-dimensional system as an example of such systems. The 

diffusion of such a particle is characterized by the diffusion 

coefficient �, which is defined as 

     2

lim 0 2 ,
t

D x t x vt t    (1) 

where ݔሺ�ሻ is the particle position at time � and ݒ is the average 

velocity of the particle. In free diffusion (without external forces) � is given by the Einstein relation 

 
0 B ,D k T   (2) 

where ݇B is the Boltzmann constant, � is the absolute temperature 

of the environment, and � is the drag coefficient.  

At the end of the 20th century, it was found1,2 that D can be 

enhanced significantly as compared to �  when a constant 

external force �  is applied to a particle in a one-dimensional 

periodic potential �ሺݔሻ . This phenomenon is called diffusion 

enhancement (or giant enhancement of diffusion). The 

enhancement occurs for � values close to the maximum slope of �ሺݔሻ. This means that the information about the potential of a 

system can be extracted by measuring the peak position of D as a 

function of F .  

In 2015, the diffusion enhancement was observed in a 

molecular motor for the first time in the absence of the energy 

source, i.e., the adenosine triphosphate (ATP) 3. The rotary motor 

F1-ATPase (F1) was used in the experiment with a constant 

external torque applied to its rotor. The height of the periodic 

potential of the rotor due to its interaction with the stator was 

estimated from the peak position of the rotational diffusion 

coefficient of the rotor as a function of the external torque.  

The rotary motor F1 rotates spontaneously in the presence of 

ATP. In this case, the binding of ATP to F1 and its hydrolysis 

cause the structural changes in F1, which result in switching of the 

rotor-stator interaction that driving the rotation of the rotor. This 

paper shows that the diffusion enhancement occurs even in the 

model for molecular motors (with potential switching) in the 

presence of the energy source and that information about the 

molecular motors can be obtained from enhanced diffusion.  

II. MODEL 

Our model for a rotary molecular motor is analogous to the one4 

studied previously in the literature. The motor changes its state by 

switching of the potential of the rotor due to the hydrolysis of 

ATP. The angle of the rotor is expressed as ݔ and the motor’s state 

is represented by an integer �. We assume that the potential in 

state �, ��ሺݔሻ, is a parabolic function as shown below.  

  21

2
,

n
V K x nl   (3) 

whose minimum position is shifted by ±݈  upon a switching � → � ± 1. The curvature � of the parabola is determined by the 

stiffness of the interaction between the rotor and the stator.  

The transition from state � stochastically occurs at a rate ݓ�+ሺݔሻ 

for the forward process (� → � + 1, see Fig. (1)) or ݓ�−ሺݔሻ for the 

backward process (� → � − 1). The transition rates depend on ݔ 

and meet the following detailed balance condition for any ݔ.  

       1

1 B

1
exp ,

n

n n

n

w x
V x V x

w x k T



        

 (4) 

where ∆� is the free energy released by the ATP hydrolysis. It 

was experimentally found5 that the transition rate for F1 depends 

exponentially on ݔ . For this reason, we assume the following 

expression for ݓ�+ሺݔሻ.  

      ATP exp ,
n

w x k ax
   (5) 

where ݇+ is the rate constant, [ATP] is the concentration of ATP, 

and � is a constant characterizing the angular dependence of the 

transition rate. 

 

FIG. 1. Our model for molecular motors. Stochastic switching of 

the potential (the transition) drives a motor.  

The probability density function �ܲሺݔ, �ሻ of the rotor angle in 

state � at time � can be calculated by the FokkerPlanck equation 

 

 
2

0 2

1 1 1 1

1

,

n n n

n

n n n n n n n

P P dV
D F P

t x x dx

w w P w P w P


      

              
   

 (6) 

where � is the external torque applied to the rotor. Let �ܲୱ୲ሺݔሻ be 

the steady-state solution of Eq. (6). The rotational velocity of the 

motor can then be expressed as 

 st1
.n

n

dV
v dx F P

dx



      (7) 

It has also been proved6 that � can then be obtained from 
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0

1
,n

n

dV
D D dx F v Q

dx



           (8) 

where ܳ�ሺݔሻ is the solution of the equation 

 
2

st

0 0 2

1 1 1 1

1 1
2n n n

n n

n n n n n n n

dV d Q dVd d
v F D P D F Q

dx dx dx dx dx

w w Q w Q w Q

 
      

                       
   

 (9) 

with ܳ�±ଵሺݔሻ = ܳ�ሺݔ ∓ ݈ሻ.  

III. RESULTS 

Fig. (2) shows the � dependence of �, obtained7 by numerically 

solving Eqs. (6) and (9) and carrying out the integrations in Eqs. 

(7) and (8). �ሺ�ሻ has two or three peaks depending on the value 

of [ATP], which is proportional to the transition rate (see Eq. (5)). 

It means that the diffusion enhancement occurs even in the model 

for molecular motors.  

 

FIG. 2. Diffusion coefficient D as a function of the external torque 

F  for our model. Arrows indicate the peaks. 

As seen in Fig. (2), the positions and heights of the peaks shift 

with the change of [ATP]. Fig. (3) shows their dependence on 

[ATP]. Three peaks are observed for [ATP] larger than a critical 

value [ATP]c  (about 4 M in this example) and two peaks for [ATP] < [ATP]c; of the three peaks present for [ATP] > [ATP]c, 

the right most peak is referred to as branch 1, the left most as 

branch 3, and the middle one as branch 2.  

The peak positions for [ATP] ا [ATP]c and those of branches 2 

and 3 for [ATP] ب [ATP]c can be understood as follows7. At low 

ATP concentrations, the time needed for achieving the 

equilibrium distribution of x in potential ��ሺݔሻ − eq� ,ݔ� = γ �⁄ , 

competes with the waiting time, �� , for the transition to occur 

from the equilibrium distribution. The waiting time ��+  (τw− ) for 

the forward (backward) transition increases (decreases) with � 

because it depends exponentially on ݔ as shown by Eq. (5) and the 

average of x in the equilibrium state varies linearly with F . It has 

turned out7 that when these time scales are comparable (�eq ~�w±), 

the diffusion is enhanced and the dependence of the peak positions 

on [ATP] are predicted to be given by 

  
B B

ln ATP const., ,
2 2

K Kl Kl
F a a

a k T k T

 
     (10) 

where �+  and �−  correspond to branch 1 and branch 3, 

respectively. The dashed lines in Fig. (3) are straight lines whose 

slopes are given by the coefficients of the logarithmic term in Eq. 

(10). At high ATP concentrations, the transitions occur faster than 

appreciable changes in ݔ. As a result, it can be regarded that the 

rotor moves in a single effective potential4 

    
eff B

B

ln exp ,
n

n

V x n
V x k T

k T




             (11) 

which is a tilted periodic potential. Therefore, as the previous 

theory2 predicts, the peaks of D(F) are located at the values of F 

close to the maximum positive slope (branch 2) and the maximum 

negative slope (branch3) of Veff(x).  

 

FIG. 3. The [ATP] dependence of the (a) positions and (b) heights 

of the peak for the torque dependence of the diffusion coefficient, 

D(F), shown in Fig. (2).  

The above arguments imply that if the [ATP] dependence of the 

peak position of D(F), such as the one shown in Fig. (3a), is 

obtained experimentally, parameters � and � can be inferred from 

the result for large and small [ATP], respectively.  

IV. UNSOLVED PROBLEMS 

We have not understood why the peak of Branch 1 in Fig. (3) 

appears for [ATP] > [ATP]c , where Branch 2 exists. It is also 

desirable to obtain a closed form expression for �ሺ�ሻ, which will 

make the analysis much easier.  
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I. INTRODUCTION 

A skeletal muscle is a striated type of muscle attached to the 
skeleton. It is being used to facilitate movements by applying a 
force to the bones and joints via contraction. Skeletal muscles are 
composed of thousands of parallel muscle fibers running through 
the length of the muscle. Each muscle fiber contains several parallel 
contractile units called myofibrils running through the length of 
each muscle fiber. An action potential originates from a brain signal 
and occurs when the membrane potential of a specific axon location 
rapidly rises and falls1. It is communicated to the “end plate” of a 
muscle fiber; the neuromuscular junction between a motor neuron 
and the muscle fiber. The action potential propagates from the end 
plate to both sides of the tendons. The electrical signal of the action 
potential can be measured by a surface electromyogram (EMG). 

The Muscle Fiber Conduction Velocity (MFCV) is the 
propagation speed of an action potential along a muscle fiber2. 
Generally, a surface EMG is used to measure simultaneously the 
action potential of a large number of motor units in muscle and it is 
not possible to measure them individually. In addition to that, 
muscle fibers, depending on their type and activity, may have an 
effect on the conducting waves. Hence, it is hard to measure or give 
an estimation of the action potential of an individual motor units.  

 The multichannel surface EMG developed in this research project 
has the ability to examine the characteristics of conducting waves 
individually and quantify them. Doing so, it is possible 
simultaneously analyze and individually identify a large number of 
motor units.  

In the previous research conducted3-5, a multi-channel method (m-
ch method) was used to identify the conducting waves under fixed 
conditions. A calculation method was designed to measure the 
conducting waves’ propagation speed. Results about the detailed 
mechanism of the muscle contraction could be achieved. The focus 
for the test muscle was on the human biceps only.  

The main purpose of this research is 1) To use m-ch method and 
examine the effect of it on another muscle; the lower leg muscle 2) 
By changing the configuration of the electrodes adapted to lower 
leg measurements, are there any differences on the conducting 
waves patterns 3) Checking the effect of deep muscle on conducting 
waves.  

Such information would support the study of the effect of muscle 
contraction on the different types of muscle fiber in triceps surae 
muscle. It would also complete the data and our understanding of 
the muscle contraction mechanism. 

II. EXPERIMENT 

The tests were conducted on five healthy adult people (3 male 
and 2 female) with an average age of 22 years old. The test muscle 
was Tricep Surae muscle, commonly known as the muscles of the 
calf, comprises of a pair of muscles known as the Gastrocnemius 

and Soleus muscles. The participants were asked to stand on their 
tiptoes and keep the heel 5 cm above floor for 10 seconds. The 
measurement were done 3 times, at 3 different locations of their 
legs for all the participants, with the probes located alternatively on 
the external, internal and central side of the lower leg. 

The electrodes are made of pure silver wires, 1 mm diameter and 
10 mm length. The distance between the central side of each 
electrode is 5 mm. The electrodes array were placed vertically on 
the lower legs of the participants in the same direction as of muscle 
fibers.  
In this research, a 17 electrodes was used with 16 channel being 
measured. The experimental system is shown in Fig. (1) and the 
results and analysis presented in this paper were achieved using the 
results of this system. 

III. METHOD 

The method used for this research is the m-ch method. After data 
collection the samples have to be processed and analyzed. In this 
method, the time interval between two zero crossing of the wave 
pattern is set as the analysis unit. The wave pattern from the analysis 
unit is referred to as the conduction source, and the adjacent 
channels around conduction sources as the conduction destination.  

To be accepted as a conducting wave according to m-ch  method, 
a correlation coefficient of 0.9 or more, amplitude ratio of 0.7 m or 
more, wavelength ratio of 0.8 m or more, and Muscle Fiber 
Conduction Velocity within 30% are needed. Using the m-ch 
method on the 16 channels, the conducting wave pattern respecting 
all the conditions mentioned above were only found on 3 channels. 

IV. RESULTS AND DISCUSSION 

The m-ch method was used for the analysis in this project and 
the relative frequency distribution chart was designed using the 
amplitude and conduction velocity of all participants in Fig. (2). 
The figure highlights the relevance of the m-ch method for 
conducting waves measurements in the lower leg. 

In J.Polgar et al’s research6, the composition ratio (fast/slow 
muscle) of different type of muscle fiber is shown according to 

Multichannel 
surface EMG 

Electrodes array 

FIG.1 Experimental System 
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physiological data. It had been mentioned that soleus muscle has 
86.4% of slow contracting muscle fiber and 13.6% of fast 
contracting muscle fiber but in Gastrocnemius muscle it is divided 
almost to half. 

In this research, the slow contracting speed muscle fiber are 
considered within 0~12 m/s and the fast contracting speed muscle 
fiber within 12~25 m/s. The percentage of slow contracting muscle 
fiber and fast contracting muscle fiber of all participants is shown 
in Table. (1). 

Confronting the results of this research with the physiological 
data of J.Polgar et al6, as for central side of lower leg, different 
results were found. It could be due to the fact that participants were 
asked to stand on their tiptoes or a lack of representative data for 
the experiment. From these results, we observed that Multichannel 
surface EMG does not show the same results about the percentage 
of muscle fiber as the physiological data from reference6. 

It is generally accepted that if the electrodes are placed on central 
side of lower leg, it is possible to measure the conducting waves of 
Soleus muscle which is a deep muscle and has low contracting 
muscle fiber. 

Our results shows that the rate of slow contracting muscle fiber 
of most of participants in the area of 0~12 m/s was above 20%. But 
at the same time, the rate of fast contracting muscle fiber was high 
in most of them. So there is a paradox between general information 
and the data of this research. The results are displayed in Chart. (1). 
The explanation could be that the Gastrocnemius muscle, which is 
located on the outer layer of the Soleus muscle and contains fast 
contracting muscle fibers, had some effect on Soleus muscle. 

Also it is generally accepted that if the electrodes are placed on 
external or internal side of the lower leg, it is possible to measure 
the conducting waves of the external or internal side of 
Gastrocnemius muscle.  

In this research, for the external and internal side of lower leg or 
at least one of them, fast contracting muscle fiber of most of 
participants in the area of 12 m/s or more was found. So it explains 
that the Gastrocnemius muscle mainly contains fast contracting 
muscle fibers. But at the same time, the rate of slow contracting 
muscle fiber of most of participants in the area of 0~12 m/s was 
above 20%. It shows that the rate of low contracting muscle fiber 
in the Gastrocnemius muscle is not low. 

Table (1) shows that the propagation speed of conducting waves 
in internal side of lower leg is higher than the external side. So it is 
possible to say that, internal side of the Gastrocnemius muscle has 
more fast contracting muscle fiber than external side. But in this 
research, due to standing on tiptoes, the weight is put mainly on 
internal side of muscle. It means that low contracting muscle fibers 
were working first and whenever more energy was needed, fast 
contracting muscle fibers were working. It explains the high rate of 
high contracting muscle fibers of internal side of leg in Table (1). 
In Table. (2), shows some difference between results of different 
participants which means, different participants use different 
muscles of same area in lower leg during the test. Further, it shows 
that the propagation speed of conducting waves for central side of 
female participants (A, B) were higher than male participants (C, 
D, E). So it shows that also depends on the gender there are different 
way of using Tricep Surae muscle.  

Table.1 Speed of conducting waves in different muscle 

  
Table.2 Conducting waves of different part of lower leg / sec 

 

V. Conclusion 
The m-ch method is relevance for conducting waves measurements 
in the lower leg. We observed that Multichannel surface EMG does 
not show the same results about the percentage of muscle fiber as 
the physiological data from reference. 
The Gastrocnemius muscle, which is located on the outer layer of 
the Soleus muscle and contains fast contracting muscle fibers, had 
some effect on Soleus muscle.  
The rate of low contracting muscle fiber in the Gastrocnemius 
muscle is not low. 
Internal side of the Gastrocnemius muscle has more fast contracting 
muscle fiber than external side. But in this research, due to standing 
on tiptoes, the weight is put mainly on internal side of muscle. 
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Channel Surface Electromyogram (in Japanese). HIP2008-
136, pp.75-78 (2008) 
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Multi-channel Surface EMG, 4th International conference, 
DHM 2013, HCI International 2013, pp.223-231 (2013) 
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EMG (in Japanese). IEEJ, C 134(3), pp. 390-397 (2014)  
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(%) 

Gastrocnemius 
(external) 

Gastrocnemius 
(internal) 

Soleus 
(central) 

Slow Fast Slow Fast Slow Fast 
 A 92.9 7.1 60 40 50 50 
B 85.7 14.3 50 50 63.2 36.8 
C 77.8 22.2 100 0 0 100 
D 100 0  73.5 26.5 75 25 
E 67.4 32.6 62.9 37.1 100 0 

Average 84.8 15.2 69.3 30.7 57.6 42.4 

Participants external internal central 
A 4.3 2.2 3.9 
B 0.9 0.6 2.2 
C 0.9 0.4 0.5 
D 3.9 4.1 0.4 
E 4.5 4.9 0.8 

FIG.2 Relative Frequency Distribution 

72



 

 
UPON 2018, GDANSK, JULY 9-13, 2018                                                                                                                          
  
 

On the principle of equipartition of kinetic energy: classical versus quantum 
 
 

Jerzy Łuczka 1 and Paweł Bialas 2 
1 Department of Theoretical Physics, University of Silesia, ul. 75 Pułku Piechoty 1A, 41-500 Chorzów 

e-mail address: jerzy.luczka@us.edu.pl 
2 Department of Theoretical Physics, University of Silesia, ul. 75 Pułku Piechoty 1A, 41-500 Chorzów 

 
 

 
One of the enduring milestones of classical statistical physics is 
the theorem on the equipartition of energy, which states that 
energy is  shared equally amongst all energetically accessible  
degrees of freedom of a system and relates average energy to the 
temperature T of the system. In particular, for each degree of 
freedom, the average kinetic energy is equal to E=k T/2, where k 
is the Boltzmann constant. This relation is exploited in various 
aspects of many areas of physics, chemistry and biology. 
However, in many cases, it is applied in an unjustified way 
forgetting about assumptions used in proving this theorem. One  
can notice confusion and mess, in particular in the case of 
quantum systems. 
 

We discuss a quantum counterpart of the equipartition energy 
theorem. In the framework of the Generalized  Langevin Equation 
(GLE) , we derive the exact expression for  averaged kinetic 
energy of a quantum free Brownian particle in an equilibrium 
state. We assume a relatively general form of the integral kernel of  
GLE and  analyse  kinetic energy in selected regimes like high or 
low temperature limits. 
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I. INTRODUCTION 

In some quantum matter states, the electrical current may 

surprisingly be transported by carriers bearing a fraction e* of the 

elementary charge e. This occurs for the topological ordered sates 

of the fractional Quantum Hall Effect (FQHE)1,2, in two-

dimensional electron systems in high magnetic field. When the 

magnetic flux, in quantum units h/e, is a rational fraction =p/q of 

the electron number, a dissipationless current flows around the 

sample edges carried by anyons with fractional charge2 e*=e/q. 

Among the early attempts to observe these fractional charges3-8, the 

most reliable ones5-8 were based on measuring the tiny current 

noise9-11 that produces their granularity. However, for complex 

FQHE states12 like filling factors =2/5 or 2/3, noise measurements 

gave unexpected charges13,14
 depending on experimental conditions 

while neutral modes14,15 contribute to the charged mode current 

noise, calling for new approaches. Here we present novel fractional 

charge measurements based on their Josephson frequency fJ 

=e*V/h16 which manifests when irradiating contacts at microwaves 

frequency f by marked signatures in the photo-assisted shot noise 

(PASN) versus voltage V when fJ=nf. Our results, validating FQHE 

PASN16-18 models, enable the future realization of on-demand 

anyon sources19 based on levitons20-22 

I. JOSEPHSON FREQUENCY 

SIGNATURES IN SHOT NOISE. 

Here we show that by combining microwave frequencies and low 

frequency shot noise measurements we can provide a novel 

quasiparticle charge determination from their Josephson frequency 

fJ= e*V/h. The Josephson frequency has a long history starting from 

the discovery of Josephson Effects26. When two tunnel coupled 

superconductors are biased by a voltage V, a steady current 

oscillation occurs at frequency fJ with e*=2e, the Cooper pair 

charge. Reciprocally, irradiating the superconducting junction at 

frequency f gives photon-assisted singularities in the I-V 

characteristics when the bias voltage Josephson frequency matches 

multiple of f. The Josephson effects arise from the quantum beating 

between two Cooper pairs condensate at energies separated by eV. 

For normal metals, described by a Fermi sea, no steady Josephson 

oscillations are expected but transient current oscillations at 

frequency fJ=eV/h were recently demonstrated in numerical 

quantum simulations for two voltage shifted Fermi seas put in 

quantum superposition in an electronic interferometer27. Still in 

normal metals, the Josephson frequency manifests in the high 

frequency shot noise when the bias voltage equals the emission 

noise frequency. Reciprocally, the low frequency photo-assisted 

shot noise (PASN) shows singularities when microwaves irradiate 

a contact at frequency f=fJ. In the following, we will focus on 

PASN. Predicted28 for mesoscopic normal conductors, PASN has 

been theoretically found to occur in all electronic systems, even 

interacting like the FQHE, providing here a mean to determine e* 

from the Josephson frequency16-18.  
Shot noise results from carrier scattering in a quantum conductor 

when a current flows under dc voltage bias Vdc. It results from the 

beating of two voltage shifted Fermi seas when mixing occurs due 

to scattering.  When adding an ac voltage: V(t)=Vdc + Vac cos(2 πft), 
photon-created electron-hole pairs scattering increase the noise. 

Using voltage in Josephson frequency units fJ=e*Vdc/h, the PASN 

spectral density is given by:  

)1()()(
2

lffSpfS j

l

l

dc

IlJ

PASN

I 


 

dc

IS is the dc-Shot Noise measured when Vac=0, pl=Jl(e*Vac/hf) 

is  the l-photon absorption probability amplitude, J l an integer 

Bessel function. Indeed under ac driving, the Fermi sea of the 

driven contact is put in a quantum superposition of identical Fermi 

Seas but energy shifted by lh. Thus (1) expresses that observables 

become the sum of  observables calculated for Vdc→Vdc+lh/e and 

weighted by the probability |pl|2. In (1), the zero bias voltage dc-

shot noise singularity, ~|Vdc|~|fJ|, is replicated whenever fJ =e*Vdc/h 

=lf, signalling the Josephson frequency.  

PASN observations are well documented in normal 

conductors29,31-32 (e*=e). They were observed for microwave 

frequencies in diffusive metallic wires29, in Quantum Point 

Contacts31, and in tunnel junctions32. Regarding interactions, (1) 

has been tested in superconducting/normal junctions (e*=2e)30. In 

FQHE, expression (1) is implicit in PASN theoretical expressions 

of refs17,22 and the concept of fractional Josephson frequency first 

appeared in the work of X. G. Wen16. No experiment is yet available 

as combining high magnetic fields, sub-fA/Hz1/2 current noise and 

>10 GHz microwaves at ultra-low temperature (~20mK) is highly 

demanding.  

II. EXPERIMENTAL RESULTS 

The present work fills this gap. A schematic view of the set-up is 

sketched in Fig.1(a,b). In topologically insulating QHE conductors 

the current flows along chiral edge modes. To inject current or 

apply microwave excitation, metallic contacts connect the edges to 

an external circuit. A narrow tuneable constriction called Quantum 

Point Contact (QPC) is formed using negative voltage VG on split 

gates to locally couple counter-propagating edge modes. In the 

example of Fig.1, starting from two edge channels for bulk filling 

factor B=2 or 2/5 in respectively the IQHE or FQHE regimes, the 

outer edge channel is fully reflected at the QPC by locally creating 

a filling factor C=1 (or respectively 1/3) using electron depletion 

with negative Vg. A current I0=(Be2/h)Vdc injected by biasing 
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contact 1 at voltage Vdc, is thus partitioned at the QPC into a 

transmitted IT0=(Ce2/h)Vdc and a backscattered IB0=(B-C)(e2/h)Vdc currents. To probe the inner edge channel carriers, 

quasiparticle backscattering through the C region is further induces 

for more negative VG resulting in total backscattered current IB0+IB, 

with IB=R(Ce2/h)Vdc and R the reflection probability, while the 

total transmitted current is IT0+I, with I=(1-R)(Ce2/h)Vdc.  

In FQHE, the edge channels form chiral Luttinger liquids. 

Transport becomes energy dependent giving non-linear variations 

to IB(Vdc)9-11. Complete modelling is difficult and comparison to 

experiments is only reliable in the two following weak coupling 

regimes. For weak backscattering (WB) (R<<1), the quasiparticle 

transfer follows Poissonian statistics. The dc shot noise is9-11 

)2()(*2)( dcBdc

dc

I VIeVS   

With e*=e or e*=e/3 for the IQHE and 1/3-FQHE regimes 

respectively considered here. For strong backscattering (SB)  (1-

R<<1), only electrons tunnel through an opaque barrier between left 

and right side of the sample9-11: 

)3()(2)( dcdc

dc

I VeIVS   

To better see the change in the noise, the excess noise, i.e. the 

shot noise with microwave ON minus the shot noise with 

microwave OFF, versus dc bias :   

)4()()( dc

dc

Idc

PASN

II VSVSS    

is considered. We will present measurements in the IQHE regime 

for Bulk=2 and 3 while C=1 showing clear signatures of Josephson 

frequency when fJ=eVdc/h=±f. We will then show results in the 

FQHE regime at Bulk=2/5 while C=1/3 both in the weak and strong 

backscattering regime.  

Fig.1(c) shows the excess shot noise in these FQHE conditions for 

different microwave power. From the data one sees clear signatures 

of the fractional Josephson frequency when fJ=e*Vdc/h=±f giving 

e*=e/3. Equation (1) has been quantitatively confirmed by 

comparing the FQHE PASN data to the shifted experimental dc 

shot noise curve weighted by the appropriate |pl|2. Dashed lines 

show the good comparison between (1) and the data.   

We have repeated the experiment in the strong backscattering 

regime and found e*=e according to the weak/strong backscattering 

duality. In the weak backscattering of Bulk=2/5=C we found 

Josephson frequency signatures corresponding to e*=e/5 and 

similarly at Bulk=2/3=C we found e*=e/3. We hope these new 

reliable determination of the fractional charges will contribute to a 

better understanding of the FQHE.     
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I. INTRODUCTION 

Fluctuations in stochastic systems can be characterized 

using the fixed-time or the fluctuating-time approaches1. An 

example of the former is the full counting statistics2, which 

analyzes the statistical distribution of the number of events 

occurring in a given time interval. In particular, the long-

time full counting statistics, which assumes the time interval 

tending to infinity, is usually studied. To the latter group 

belongs the analysis of first-passage times3, i.e. time delays 

after which the number of events reach a defined threshold 

value.  

It is natural to ask whether the fixed-time and fluctuating-

time approaches are equivalent, or if they may provide 

distinct information. The previous studies of this issue were 

concerned with the study of the relation between the long-

time full counting statistics (FCS) and the waiting time 

distribution (WTD), which is a special case of the first-

passage time distribution for the case of unidirectional 

processes (such as unidirectional electron tunneling or 

irreversible chemical reactions). It has been shown4,5, that 

when the renewal theory applies, i.e. the subsequent waiting 

times are uncorrelated, there exist exact relations between 

the cumulants (or, equivalently, statistical moments) of the 

full counting statistics and the waiting time distribution. In 

such a case these approaches are equivalent. The situation is 

different when the subsequent waiting times are correlated, 

and thus the renewal theory does not apply. In such a case 

cumulants of the full counting statistics and the waiting time 

distribution are independent of each other, and may provide 

distinct information6,7. In some situations, waiting time 

distribution may even provide information about details of 

the short-time dynamics of the system which have no 

influence on the long-time fluctuations characterized by the 

full counting statistics7.  

Here I generalize these previous studies to the case when 

the observed process is bidirectional. Examples of such 

processes are  electronic transport in a small voltage regime8 

(when the thermally-excited tunneling against the bias is 

possible) or bidirectional stepping of a molecular motor9. 

First-passage time is here a distribution of times after which 

the jump number, defined as a difference of the number of 

events taking place in different directions (later referred to 

as “forward” and “backward” processes) reaches a defined 
threshold value. It is shown that for a single-reset systems, 

i.e. ones in which after every “forward” process the system 

is reseted to the same state, the subsequent first-passage 

times are uncorrelated and there exist exact relations 

between the cumulants of first-passage time distribution and 

the long-time full counting statistics, which generalize the 

ones previously derived for the case of unidirectional 

processes. When the subsequent first-passage times are 

correlated these relations do not apply any longer. In such a 

case full-counting statistics and  the first-passage time 

distribution provide distinct and complementary 

information; for example, occurrence of the first-passage 

times correlations may inform about the presence of 

switching between different dynamical states of the system. 

II. METHODS 

The study focuses on classical (non-coherent) Markovian 

systems with a finite numbers of states. To determine the 

first-passage time distribution I use a modified approach of 

Saito and Dhar3. Dynamics of the system is described by the 

counting-field dependent master equation 

 ( , ) ( , ),zz t z tp W p  (1) 

where � is the counting field (here a complex number), p(z,t) 

is the counting-field dependent vector of state probabilities 

and Wz is the counting-field dependent rate matrix defined 

as 

 0 / ,z F Bz z  W W J J  (2) 

where JF and JB are operators describing the forward and the 

backward processes, respectively, W0 is z-independent part 

of the operator (describing uncounted processes). The 

distribution of first-passage times τ for a defined threshold 

N is denoted as F(N|τ). The Laplace transform of this 

distribution  

 

0

ˆ ( | ) ( | ) ,s
F N s e F N d

  
    (4) 

can be calculated as10 

 
1ˆ ˆ ˆ( | ) Tr (0 | ) ( | ) ,inF N s s N s
   T T p  (2) 

where pin is the vector of the initial state and 

 
1

1ˆ( | ) ,
n

z
z

dz
N s

s
 T

W
 (5) 

in which integration goes around the unit circle in the 

complex plain, is the transtion matrix. 

III. MAIN RESULTS 

Main results of this study concern the properties of the 

first-passage time distribution in single-reset systems, which 

76



 

 

UPON 2018, GDANSK, JULY 9-13, 2018                                                                                                                          2  

 

are defined as systems in which every forward process reset 

the system to the same state. Mathematically, this indicates 

that the matrix JF (JB) contains non-zero elements only in a 

single row (column). Examples of such systems are quantum 

dots in the strong Coulomb blockade regime or simple 

enzymatic reactions. For such systems Laplace transform of 

the first passage time distribution is given by the equation10 

  ˆ ( | ) ( ) ,
N

F N s z s
  (6) 

where z+(s) is larger root of the equation 

 ( ) ,g z s  (7) 

in which g(z) is the scaled cumulant generating function11 

(which is a dominant eigenvalue of the operator Wz). 

Equation (6) indicates that the subsequent first-passage 

times are independent and identically distributed random 

variables. Morover, using Eqs. (6) and (7) one can derive 

exact relations between cumulants (or statistical moments) 

of the long-time full counting statistics and the first-passage 

time distrbutions, such as10 

 

 2 2

2

( )
lim ,

( )

N

t
N

n t

N
n t




   (8) 

in which [Δn(t)]2 and n(t) are the variance and the 

mean value of the jump number after a time t, respectively, 

whereas 
2
N  and  N are the variance and the mean 

value of the first-passage time distribution F(N|τ). These 

relations are generalizations of the ones previously derived 

for the case of unidirectional processes4,5. 

In multiple-reset systems, in which forward processes do 

not reset the system to a single state (such as Coulomb-

coupled quantum dots or  complex enzymatic reactions, in 

which one observes switching between different dynamical 

states of the system) the subsequent first-passage times can 

be correlated and the aforementioned relations do not longer 

hold. In this way, analysis of first-passage time distributions 

can provide information whether the system is a single-reset 

or a multiple-reset one10.  

IV. UNSOLVED PROBLEMS 

One of the newest results of nonequilibrium statistical 

physics are universal thermodynamic bounds on the minimal 

value of fluctuations, referred to as the thermodynamics 

uncertainty relations. For example, for the jump number the 

following relation holds12 

 

 2
2

( ) 2
,

( )

B

i

n t
k

S tn t

   (9) 

where iS is the mean entropy production rate (the relation 

holds for arbitrary time t12). A similar bound has been 

derived for the first-passage time distribution in the limit of 

high threshold N13 

 

2
2

.
N

B

N i

k

S



   (30) 

As follows from Eqs. (8) and (9), the same relation holds for 

single-reset systems also for finite (and arbitrarily small) 

values of the threshold N. The question arises, whether such 

relation can be generalized also to the case of multiple-reset 

systems for finite thresholds, for which Eq. (8) is no longer 

valid. However, due to complexity of the analytic form of 

the first-passage time distribution for multiple-reset systems 

(associated with the presence of the complex integrals in Eq. 

(5)), solution of this problem is a mathematically demanding 

task. 
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I. INTRODUCTION 

Classically, the current noise of a conductor is 

symmetrized in frequency             However, for a 

quantum conductor           , which is a 

manifestation of the quantum nature of the current. On the 

other hand, light emission is related to the non-symmetrized 

noise
1
. Thus by analyzing the noise spectrum, information 

about light emission can also be obtained. 

II. QUANTUM VS. CLASSICAL 

NOISE 

So far most of the research about noise concern about dc-

biased system. While a few concern about zero-frequency 

noise, there is still a lack of the investigation about finite-

frequency noise with ac drive. Here, by using the scattering 

matrix approach
2
, we derive the finite frequency noise 

spectrum for arbitrary periodic drive, 

   22

22 1
2

2 2
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B n l n n

n l nB ac

ac ac

B B

B B

eVe
S k T T g T T

h k T

eV l eV l
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                                                                                                      (1) 

where   is the temperature,    are the transmission 

coefficients,    is the dc voltage (time-averaged),     is the 

amplitude of the ac voltage,     is the frequency of the ac 

voltage and      are the Fourier coefficients for a certain 

periodic drive. 

For non-symmetrized noise we have      exp cschNS
x x x x                 (2) 

while for symmetrized noise we have    cothS
x x x                              (3) 

In Fig. 1, zero-temperature finite-frequency noise spectra 

for different shape of ac voltage is plotted. By changing the 

amplitude or frequency of the ac drive, the noise spectrum 

is also changed. Unlike the dc-case, where the light 

emission is limited by        , the noise spectra for ac-

case exhibit light emission even for         . To 

understand this behavior, let us look at the zero-frequency 

excess noise at zero temperature. For nonzero value of          , there will always be electron-hole pairs created 

by the ac pulse
3,4

, which will contribute to the noise as 

plotted in Fig.2. 

 

FIG. 1. Non-symmetrized noise spectrum (T=0) for different 

shape of ac voltage. The parameters are chosen as              

and in unit of    . Here            , which is linked to the 

probability of electron-hole pair creation. 

 

 FIG. 2. Zero-frequency excess noise (T=0) for different shape of 

ac voltage. The ac amplitude and the dc offset increase 

simultaneously,       . 

 

 

III. UNSOLVED PROBLEM 

So far we only concern the light emission by single 

electrons for a coherent conductor without dissipation. One 
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unsolved problem is that what is the light emission 

condition if the conductor is coupled to a electronic 

environment
5-7

. In this contribution, we will present a 

solution by using path integrals formalism. Further open 

problems concern the nature of the emitted light and the 

effect of correlated electron tunnelin. 
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Consider a system as in Fig. 1 below. If the probability of a spike 
to occur in a time interval dt  stays constant as time evolves, then 
we have a Poisson process. We next divide our time axis into 
subsequent intervals of width T. Here T is much larger than the 
average interspike time-interval. For a pure Poisson process the 
number of spikes in subsequent intervals  
should be a sequence of independent and identically distributed 
(IID) numbers. 

 
Imagine doing three draws from an IID sequence. The results are 

1n , 
2n , and 

3n . There are six (3!) possible ways, i.e. 

permutations, in which these results can be ordered. The case that 

3 2 1> >n n n , i.e. two subsequent positive increments, is just one 

of the six possible permutations (ignoring equality) and has a 
probability of 1/6. Extending this reasoning, we find that the 
probability of t  or more subsequent increments of the same sign 
equals ( ) = 1 / ( 1)!PS t t+ . ( )PS t  can be thought of as the 

probability that a sequence of subsequent increases or decreases 
survives for t  or more intervals. 
  
Gosper's Approximation for a factorial1, 

( )! / 2 13
x

x x e xπ≈ + , is actually more accurate than the 

well-known Stirling approximation, especially for smaller values 
of x . In the above expression for ( )PS t , we take ln =t u  (and 

thus ( 1)! = ( 1)!ut e+ + ). Of ( ) = ln ( ln ( ))P Pu S uσ −  we next take 

the first derivative at = ln = 0u t :  
 

( )
( )( )

ln ln ( = 0) 2(3 13ln 2)
= ( = 0) = 1.33.

13 ln 208 / 3 4
P'

P

d S u
u

du
α σ

π
− +≈ ≈

−
 (1) 

 
 This means that ( )PS t  should be well approximated by the 

compressed exponential, ( )( ) = exp /PS t t
ατ −

 
, where τ  is a 

constant parameter and = 1.33α . 
 

What if we slightly deviate from a Poisson process? Such 
deviations occur, for instance, for interspike intervals in a neuron2. 
Right after a spike, we then first have a diminished probability (a 
kind of refractory time). The diminished probability is followed 
by an augmented probability (compared to a Poisson process) for 
the next spike to occur. This is indicated in the above Fig. 1 with 
the red and green double arrows. In this case the spike numbers in 
the subsequent time intervals are no longer an IID sequence. 
There is a memory in the sense that probability densities in 
interval j  are affected by how far before the end of the interval 

( 1)j −  the last spike occurred. 

 
Consider particles doing 1D diffusion on the loop in Fig. 2. There 
is a rectifier that allows passage in the clockwise direction and 
blocks passage in the anticlockwise direction. We count a spike 
for every time a particle goes through the rectifier. With a finite 
number of diffusing particles on the loop, the passage of particles 
across the rectifier is  not a Poisson process. The histogram in Fig. 
2 shows the distribution of interpassage times for 3 particles on a 
loop with 20 positions where, at each timestep, each particle 
moves one step to the left or right (both with probability 1/2). The 
dashed curve in Figure 2 indicates how the distribution would 
have looked if the process had been Poisson. 

 
We next take intervals of 5= 10T  timesteps (cf. Fig. 1). We 
performed a simulation of the non-Poisson process shown in Fig. 
2 with more than 1.2 billion timesteps. We recorded ( )NPS t , i.e. 

the number of sequences of t  or more increases. Figure 3 shows 
the ( )PS t  points in blue. The dashed line is the best fit to these 

points. The slope of this line is 1.40 and close to the Gosper 
approximation. The red points and the solid line derive from 

( )NPS p t . The slope of the solid line is 1.27, i.e. significantly 

smaller than for the Poisson case. 
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Slopes of around 1.2 have been observed when subsequent 
increases or decreases of traded stock volumes in subsequent time 
intervals were followed3. Understanding how these slopes derive 
from the nature of the underlying nonPoisson process and how 
they relate to the violation of the IID condition - that is still an 
unsolved problem. 
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2 G.L. Gerstein and B. Mandelbrot,  Biophys. J.  4, 41 (1964). 
3 F.R. Brown, D. Pravica, and M. Bier,  Eur. Phys. J. B  88, 
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I. INTRODUCTION 

The spatial and temporal patterns of human dynamics and its 

scale-free nature are subjects of active research in 

multidisciplinary fields.  

The investigation of human mobility is based on the 

determination of location using GPS and Wi-Fi signals, phone 

calls, banknote dispersal or check-ins in web applications1-3. After 

the animals wandering proved not to be a Brownian motion but 

Lévy-flight4,5, statistical investigation of individual human 

trajectories and understanding the underlying dynamics came into 

the spotlight in the last decade. The displacements and waiting 

times of human dynamics follow non-Poisson statistics, however 

several effects like the populations heterogeneity and the motions 

spatial and temporal regularity make the interpretation and 

characterization of the observed heavy-tailed distributions more 

difficult. Numerous measurements and studies led to different 

conclusions for the scaling laws and models of mobility1-3,6. 

The analysis of human dynamics in time domain can be based 

on the measurement of activity using inertial sensors. The signals 

of actigraphs mounted on the human body (most often on the 

wrist) are useful at monitoring rest/activity cycles and in the 

diagnosis of sleep or several mental disorders7. The analysis of the 

daily activity patterns helped to find universal distribution laws of 

human behavior; the resting periods follow scale-invariant power 

law7,8. Furthermore, over the frequency region of circadian rhythm 

and its harmonics, 1/f type noise is observable in the power 

spectral density of activity signals8. 

For better understanding of human mobility, instead of the 

statistical approach, we have examined the temporal patterns of 

human dynamics and have collected the location data likewise 

actigraph signals. Based on the measurements we have conducted 

using smartphones, we have observed 1/f type noise over the 

frequency region of the daily rhythm of motion, however the 

inevitable measurement errors and the difficulties of the analysis 

of signals brought up several technical problems. Nevertheless, 

the scale-free nature of human behavior observed in the frequency 

region throws new light upon the research of mobility, from which 

numerous open question emerge. 

II. MEASUREMENT OF LOCATION 

DATA 

For the spectral analysis of the temporal patterns observed in 

humans’ daily motion, we studied the displacements between two 

subsequent measured positions as an activity-like quantity. For 

this, unlike previous studies, the measurement should be 

uniformly sampled and its sampling frequency needed to be much 

higher than the used frequencies in the aforementioned studies. 

Furthermore, the measurement time period needed to be longer, 

several days or weeks long. Since the available databases’ location 
data doesn’t meet these requirements, we conducted a 3-week 

long measurement with 40 participants using a smartphone 

application specially developed to log the users’ location data. 
This application recorded the GPS and Wi-Fi/mobile internet 

signals of the user’s smartphone with a sample rate of 1 

measurement per minute and collected them in a server. The 

advantage of this solution is that, when the user is in a building or 

any kind of vehicle, the location data can be recorded through the 

Wi-Fi or mobile internet signal. However, the optimal energy 

usage and the operating system’s application priority settings 
caused errors make the measurement procedure’s implementation 
a great challenge due to the used different devices and Android 

versions. 

III. SIGNAL PROCESSING 

Because of the mentioned problems, the required long and 

uniformly sampled measurement is impossible without losing 

some data points. Furthermore, the location accuracy of the 

commercially available GPS modules is limited, and the measured 

data could also contain some false data points. 

As a result, the prudent analysis of the measured data and its 

cleaning is definitely required. Also, the tracking of the effects of 

these and the exclusion of the possible artefacts is especially 

important in the appropriate interpretation of the results. 

The salient longitude and latitude data points and displacement 

values, often the effect of using public transportation or travel via 

car, are being deleted. An important question in the course of 

analysis is the impact of the intervention, for example a longer 

travel’s deletion can exclude a “big wander” which can damage 

the motion’s Lévy-flight like nature. 

Therefore, the motion of different users is being categorized by 

the amount of missing or deleted data points. In addition, the 

analysis, that is described below, has been made using different 

preprocessing methods and the results have been compared.  

IV. SPECTRAL ANALYSIS 

The Fourier analysis of the measured minutely displacement – 

otherwise velocity – signals is not possible directly due to the 

deleted or missing data points. To eliminate the problem of 

unevenly sampled data, we used Lomb periodogram9 for the 

analysis of the power spectral density (PSD). 

In the case of 4 individuals the 3-week long measurement’s data 
can be used in more than 95% and in the case of additional 1 user, 

it can be used in more than 85%. Regarding these signals, the PSD 

for the whole time window was similar in shape as can be seen in 

Fig. (1): peaks can be observed at the frequency belongs to the 

one-day period (1,157∙10-5 Hz), and at its harmonics. Above this 

region of daily rhythm of motion, 1/f type noise is observable. 

This nature can be observed more accurately in the averaged PSD-

s of the three, one-week long periods of the same motion. In case 

of these signals, the fitting of 1/fα curve’s α value is between 0,9 

and 1,1 for the whole, weekly or daily averaged spectra and for 

different fitting parameters, too. 
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In the case of 12 individuals, data is missing at several, longer 

time intervals because of measurement errors or deletion of false 

data points. However, the remaining periods’ PSD and shorter – 

even few-hour long – signal pieces’ averaged spectra had shown 

the same nature in the mentioned frequency domain. The fitting 

curve’s α value varies between 0,8 and 1,3. 

 

 

FIG. 1. Lomb periodogram of a participant’s motion 

(displacements per 1 minute) for the whole 3-week long period (a) 

and averaged spectrum of 1-week long periods (b). PSD of 1/f 

noise is also depicted for illustration with dashed line. 

However, several circumstances made the fitting required to 

calculate the α value more difficult: we have no information of the 

breakpoint’s accurate value, it has been changing around the 3-

hour period’s frequency value depending on the user. 

Furthermore, because of these values and the sampling frequency, 

which cannot be easily incremented further due to technical 

issues, the noise can only be examined over 1-2 decades. 

For the confirmation that this new result, the 1/f noise’s 
presence, is due to the human behavior and not caused by the 

measurement process or the preprocessing, we compared the 

results for every user in several different manners and numerous 

time windows. Neither the different deletion rules, nor the signal’s 
under-sampling – namely resampling the signals with a lower 

sample rate thus eliminating the effect of missing data points – 

didn’t show significant difference. 
In the case of the 3-week long signals, “refilling” the missing 

data points with the last known location or the linear interpolation 

of the missing periods had shown us same results when we 

calculated the PSD from the contiguous signal’s Fourier-

transform. However, this method’s reliability and usability brings 

up additional technical questions when there are several false data 

points. 

V. OPEN PROBLEMS 

 

Through the measurement of humans’ location data and the 

analysis of their minutely displacement, we have observed 1/fα 

type noise over the frequency region of the daily rhythm of 

motion. This point of view seems to be useful in the examination 

of the effects of temporal regularity caused by the circadian 

rhythm and to characterize the random motion at higher 

frequencies. On the other hand, as we pointed out in the 

corresponding chapters, for the characterization and detailed 

analysis the implementation of the required large, long term, 

evenly sampled measurements and the appropriate preprocessing 

of the data remains difficult. For the better understanding of the 

phenomenon, the determination of the α value and the study of the 

different circumstances (location, regularity caused by the nature 

of the user’s job, age etc.) more measurements are required. 

However, the observed temporal universality could help in the 

theoretical investigation of the underlying dynamics and in the 

explanation of scaling laws of human activity and mobility. Our 

approach opens new perspective in the interpretation of Lévy-

flight like motion and opens several theoretical questions in 

connection with the relationship between the spatial and temporal 

universality. 
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The thermal noise (Johnson-Nyquist noise) of 

resistors is due to the thermal motion of charge 

carriers in the sample, and it is the manifestation of 

Boltzmann's energy equipartition theorem. Its 

existence in the quantum (high-frequency/low-

temperature) limit is debated [1,2] however the 

present paper is about its classical (low-

frequency/high-temperature) limit, where there is a 

common agreement that the voltage noise spectrum 

  
S

u
( f )  of a resistor is correctly given by the Johnson-

Nyquist formula: 

 

  
S

u
( f ) = 4kTR      (1) 

 

The validity of Equation 1 in thermal equilibrium is 

guaranteed by the Second Law of Thermodynamics. 

Conversely, the thermal noise of a resistor at thermal 

equilibrium cannot be reduced without violating the 

Second Law, that is, without allowing perpetual 

motion machines to exist. Such resistor would be a 

cooler, it would extract heat from the circuitry it is 

connected to. 

However, there is a high technological interest to 

imitate a resistor with lower absolute temperature than 

its environment.  

This fact is indicated by a fresh patent of Linear 

Technology Corporation, where they utilize the shot 

noise of a diode to produce a nonlinear resistor that 

has T/2 noise temperature when its differential 

resistance is used in Equation 1. 

Earlier works [4,5] produced amplifier systems 

utilizing negative feedback where the virtual noise-

contribution of a certain resistor within the circuitry 

showed lowered noise temperature when the total 

noise of the amplifier was evaluated. However no 

system was produced where a standalone resistor with 

decreased noise temperature was emulated. 

 

Going beyond the efforts of [4,5], we present the 

following unsolved problems of noise: 

 

1. Can we construct a linear circuitry in a black box 

at physical temperature T, where the black box 

behaves as a linear resistor with reduced temperature 

of rT with r<1 ? 

 

2. In other words: Can we cool by a linear amplifier 

without non-linearity, switches, or phase transition? 

 

3. If the answer is yes, can we go below r
 
=

 
0.5, 

which is the lower limit for an ideal diode, a nonlinear 

element [3] ? Can we reach r << 0.5, and beat the 

Linear Technology Corporation patent [3] ? 

 

We hope to have some answers at UPoN 2018. 
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I. INTRODUCTION 

Studying of nanoscale structures attracts considerable attention 
nowadays. The structures possess unique mechanical, chemical 
and electrical properties which differ from those of bulk materials. 
Because low-dimensional nanoscale devices are extremely 
sensitive to surface charges they can be applied in different 
scientific fields including chemical sensing and biosensing. 
In conventional electronics there is a continuous tendency of 
shrinking down the sizes of active elements in electrical circuits. 
Cutting-edge technologies allow fabrication of reproducible sub-
20 nm devices. However, further scaling down will inevitably lead 
to a breakdown of the laws of classical physics and to dominant 
role of quantum effects in charge transport processes. In this 
respect sub-nanometers objects such as molecular layers or even 
single molecules have to be considered as candidates for the role 
of functional elements. A possibility to use a single molecule as a 
molecular rectifier was first reported by Aviram and Ratner1 in 
1974. Nowadays applications of molecules cover a broad range of 
similar to semiconductor devices2 including diodes, switches, etc. 
A huge variety of molecules and functional groups allows 
tailoring the molecular systems with predefined properties. 
Investigations of electrical properties of functional nanodevices, 
which could be operated in different transport regimes and whose 
properties can be modified by molecular layers3 or even single 
molecules4 are therefore especially important for the perspectives 
of applications in molecular electronics. Up to now, different 
approaches5–8 are developed for characterization of molecular 
systems. Techniques, based on investigation of tunable metal 
nanoconstrictions are essentially important because their electrical 
properties are mainly determined by covering layers, including 
molecular ones and binding geometry. 
In this contribution, we present analyses of the low-frequency 
noise behavior of bare-gold and benzene-1,4-dithiol (BDT) 
modified tunable metallic nanoconstrictions. Altering cross-
section of the devices allows their operation in different transport 
regimes: diffusive, ballistic and tunneling. Changes of the 
dominant transport regime are revealed to be related with a change 
of the characteristic power dependence of the normalized flicker 
noise level 2/RS R  on the resistanceR . Modification of the 

sample surface by organic molecules results in a decrease of the 
normalized flicker noise level in the ballistic regime of sample 

conductance. We address this effect to an increased impact of the 
molecular layer to overall conductance of the system. 
 

II. MATHERIALS AND METHODS 

Samples studied are fabricated on the basis of rectangular shape 
stainless steel pieces (W × L × h = 1 cm × 5 cm × 0.25 mm). 
Fabrication procedure is performed as follows. At first substrates 
are cleaned in acetone and isopropanol to remove organic 
residuals from the surface. Then two layers of polyimide PI2611 
are subsequently spin coated and hard-baked to create a 
passivation layer. Nanoconstriction pattern and contact pads are 
defined by means of e-beam lithography. Pattering is followed by 
metallization (5 nm of Ti and 60 nm of Au) and lift-off processes. 
Finally, polyimide layer is isotropically etched down to form 
freestanding gold nanoconstrictions. Characteristic sizes of 
fabricated devices in the narrowest parts are below 100 nm and 
can be further decreased in a controlled way. 
All measurements are performed under a high vacuum (510−  
mbar) in a shielded environment. A homemade three point 
bending apparatus is used to tune the resistance of the sample in a 
controlled manner. Bending of the sample results in an elongation 
of the suspended nanoconstriction, narrowing of its cross-section 
and subsequent change of the resistance. Stabilization of the 
resistance is performed by a PC-controlled feedback system. After 
resistance stabilization, noise measurements are performed using 
homemade noise measurement setup. This setup9 allows precise 
noise measurement in the frequency range 1 Hz - 100 kHz. 
 

III. RESULTS AND DISCUSSION 

Resistance tuning procedures with following noise spectra 
measurements are performed for a wide range of sample 
resistances including regions before (R = 10 Ohm - 12.9 kOhm), 
during and after (R = 12.9 kOhm - 10 MOhm) breaking of the 
constriction. In the case of bare gold nanoconstrictions noise 
follows exclusively 1 / f behavior in all investigated range of 
sample resistances. Normalized flicker noise power spectral 
density 2/RS R  has a power dependence on the resistance, which 

can be described by: 
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2

~ mRS
R

R
  (1) 

During the tuning process several regions with different value of 
the exponent m can be clearly resolved. At low resistances m = 2, 
while at higher resistances the value of the exponent decreases to 
m = 1. We attribute this effect to a change in the dominant 
transport regime in the nanoconstriction due to changes of the 
sample geometry while tuning. In fact, elongation of the gold 
nanoconstriction leads to shrinking down of its cross-section. 
When characteristic sizes of the constriction become comparable 
with the electron mean free path ( 4 nmeλ ≈  for gold at room 

temperature10) the dominant mechanism of charge transport 
changes from diffusive to ballistic. Further elongation of the 
constriction results in its breaking and therefore transport is then 
defined by a quantum tunneling regime. 
Noise spectra, measured for nanoconstrictions modified with BDT 
molecules demonstrate that flicker noise still remains a dominant 
component in noise spectra. However characteristic Lorentzian-
shaped components can also be resolved. Noise behavior in 
diffusion and tunneling regions is similar to the one for samples 
without molecules. On the other hand, a pronounced difference is 
registered in the ballistic conductance region, where samples, 
modified with BDT show around one order of magnitude lower 
normalized flicker noise level in comparison to bare-gold 
structures. We explain this effect by an increased impact of the 
molecular conductance to overall conductance of the system in 
this regime. 
Analytical model can be applied to describe behavior of the flicker 
noise in the diffusive regime of the sample conductance. For 
describing the flicker noise behavior of the system in ballistic and 
tunneling regimes we take into account changes of the 
nanoconstriction geometry due to elongation and Hooge’s 
relation: 

 
2 2
R I HS e

I I

S

R f

α
τ

= =   (2) 

Here Hα  is the dimensionless Hooge parameter, e  is the 

elementary charge, τ  is the characteristic time and I  is the 
current. Obtained results are summarized in Table 1. 
 

IV. CONCLUSION 

Characterization of bare-gold and benzene-1,4-dithiol modified 
tunable cross-section nanoconstrictions is performed using low-
frequency noise spectroscopy. Normalized flicker noise level 
demonstrates a characteristic power dependence on the 
nanoconstriction resistance with the exponent reflecting the 
dominant transport regime in the nanostructure. Noise behavior is 
well described by phenomenological models, developed 
considering changes of the system geometry while tuning. 
Samples modified by BDT molecules demonstrate lower 
normalized flicker level in comparison to bare gold samples and 
an additional characteristic Lorentzian noise component.  We 
suggest that this effect takes place due to a significant contribution 
of molecules to the overall conductance of the system. 
 
Table 1. Noise behavior in tunable gold nanoconstrictions 

Dominant transport 
regime 

Approximate 
resistance 

range [Ohm] 

Characteristic flicker 
noise behavior 

Diffusive ≤ 300 SR / R2 ~ R2 

Ballistic without 
molecules (BR1)  

 3000-12900 SR / R2 ~ √R 

Ballistic with BDT 
molecules (BR2) 

3000-12900 
SR / R2 ~ R, lower 
amplitude than in BR1 
case 

Tunneling > 12900 SR / R2 ~ R / ln R 
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I. INTRODUCTION 

Characterization of various elements and devices by using 
thermographic imaging is currently used in many fields. This 
method is very attractive because of non-destructive character. 
The method is usually limited to consider temperature distribution 
in the investigated object. Our experimental studies present 
measurement results of fluctuations of temperature in 
supercapacitors cells which should shed light on aging processes 
in their structures.  The specimens were continuously charged and 
discharged. Their temperature exhibit some distribution over the 
investigated area. Moreover, their temperature changes when 
charged or discharge because of energy emission or consumption. 
Any information about temperature distribution is crucial for their 
aging pace because even relatively small increase of temperature 
can accelerate strongly supercapacitors deterioration. Thus, in our 
studies we focus on accuracy of the measurements and 
identification of eventual local overheating. The proposed 
measurement method bases on use of thermographic 
measurements only. This method is characterized by lower 
accuracy in determining  temperature than the calorimetric 
methods, described elsewhere [1, 2]. The applied method can be 
easily used because of application of thermal camera and 
relatively simple way of temperature stabilization. Moreover, the 
camera can give accurate information about temperature 
distribution on the surface of the monitored objects and what is 
more, by analysing its fluctuations, we can conclude the 
conditions of the tested specimen. The camera utilizes a 
phenomenon of electromagnetic waves radiation in infrared region 
as described, among others, in [3, 4, 5]. Thermographic 
measurements require considering various factors that may have 
an impact on the recorded fluctuations which result not only from 
different types of inhomeogeneities present in the tested structures 
but also manifest physical properties of the used materials and 
moreover its encasement. The tested specimens are complex 
structures, comprising of two metal electrodes of rectangle shape 
enabling charge flow between the terminals. The electrodes are 
covered by carbon layer preserving the charge inside the pores. 
The space between the electrodes is filled with the electrolyte and 
the separator. Current flowing between the terminals is distributed 
over the rectangle metal plate and the emitted heat depends on the 
resistance of the carbon layer and the resistance of the contact 
between the metal plate and the carbon layer. The structure was 
sealed in a pouch protecting against humidity interacting with the 
used electrolyte. In our studies we present a description of the 
prepared set-up and the algorithm used to estimate statistical 
parameters of the observed temperature fluctuations in the tested 
samples. 

II. MEASUREMENT SET-UP 

Fig. (1) presents a schematic diagram of the applied measurement 
system [6]. A thermal imaging camera, the model VIGOcam v.50 
(1), was used. Basic parameters of this camera are given in [7]. 

 
Fig. 1. Schematic diagram of the applied measurement set-up 

The samples (4) were protected against eventual influence of 
external temperature variations by additional enclosure protecting 
against air flows (2). Repeated charging/discharging of the tested 
specimen was controlled by the Atlas - Solitech (5) power supply 
unit. and measurement module was used (performing both the 
power and measurement functions, allowing for registration of the 
current conditions of the conducted test.) Additionally, a reference 
(background) temperature (3) was introduced into the camera 
observation field (1). The stable object having a background 
temperature was a ceramic plate of relatively huge volume 
securing high thermal inertia. That approach, however, does not 
provide full protection from the changes of temperature induced 
by external interferences. Additionally, the applied camera has its 
inherent noise visible as the recorded temperature fluctuations 
(e.g. about 0.065°C at the temperature of 30°C). Surface of the 
tested specimen (4) was painted with a graphite painting to avoid 
any reflections inducing additional errors [8]. The analysis of the 
recorded data was carried out by using the algorithm presented in 
[6]. Selected statistical parameters (power spectral density, 
variance, skewness and kurtosis) were estimated to assess the state 
of the specimen and its correlation to aging processes. 

III. MEASUREMENT RESULTS 

Fig.( 2) shows a diagram of the recorded temperature 
changes ∆T during the carried tests, together with a curve of the 
voltage between the terminals during charging (2.7 V at current 
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290 mA) and discharging. The temperature increases slowly due 
to heating up because of repeated charging/discharging. 
Moreover, we observe some temperature fluctuations because 
there are different processes during discharging and charging. 
Some dissipate energy when other take energy. Fig. (3) presents 
variance of temperature over the scanned area of the discharged 
specimen at the beginning of the experiment, at time 0 s. 
Observed noise is uniformly distributed and results mainly from 
inherent noise of the camera. The picture can’t even identify the 
shape of the investigated pouch. 

 
Fig. 2. Temperature changes of the surface of the tested specimen 

observed during repeated charging/discharging process 

 
Fig. 3. Variance of temperature across the surface of the tested 
supercapacitors at the beginning of the experiment before starting 
charging/discharging process 

 
Fig. 4. Variance of temperature across the surface of the tested 
supercapacitors during the experiment, at 173 s of the experiment, during 
continuous charging/discharging process 

IV. CONCLUSIONS 

Observed temperature fluctuations shed light on processes 
of energy dissipation during discharging and energy consumption 
during charging of the investigated supercapacitors. We were able 
to identify eventual inhomogeneity within their structures, 
especially at vicinity of the specimen’s terminals. Some excessive 
heating was observed within central area of the pouch and resulted 
in delamination processes of the carbon electrode from the metal 
collector, when the specimen was dismounted after the 
experiment. We can claim that intensity of the observed 
temperature fluctuations is correlated with aging processes and 
therefore interesting for further and more in-depth analysis. The 
presented set-up can be used to measure temperature distribution 
over the specimen area and to evaluate its selected statistical 
parameters. We may suppose that this method has a strong 
potential impact when the camera is replaced by temperature 
sensor monitoring temperature fluctuations in the most fragile 
parts of the working supercapacitor. 
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I. INTRODUCTION 

For ensembles of N phase oscillators obeying equations of the 
form 

 ( ) Im(2 ( ) )ki
k t h t e ϕϕ −= Ω +ɺ , (1) 

where ϕk is the phase of the k-th oscillator, instantaneous natural 
frequency Ω(t) and h(t) are arbitrary functions of time, the theories 
of Watanabe-Strogatz and Ott-Antonsen were developed1–4. 
According to the W-S theory, the dynamics of the ensemble 
possesses N – 3 integrals of motion, where N is the number of 
oscillators, and has a very low dimension; it is determined by a 
single first order ODE for a complex variable. For ensembles of 
oscillators, such properties of the dynamics allow obtaining a self-
contained equation for the dynamics of the order parameter even 
when the oscillators (their natural frequencies) are nonidentical. In 
the thermodynamic limit N → ∞, this integrability of dynamics can 
be readily shown for the probability density of states w(ϕk, t) (O-A 
theory); in Fourier space, 

 1
1

( , ) (2 ) [1 ( . .)]kin
k nn

w t a e c cϕϕ π
∞ −−

=
= + +∑  

and the Fokker-Planck equation yields 

 1 1( ) ( )n n n na in a nh t a nh t a∗
− += Ω + −ɺ , (2) 

where a0 = 1. Eq. (2) admits the particulars solutions of the form 
an = a1

n, where a1(t) obeys 

 2
1 1 1( ) ( )a i a h t h t a∗= Ω + −ɺ . (3) 

These solutions form so-called Ott-Antonsen manifold; this 
manifold was demonstrated to be attracting in the realistic case of 
vanishingly small but nonzero nonidentity of oscillators. Notice, 
a1(t) = <exp(iϕk)> is the complex order parameter. 

With the model reduction (3), one can rigorously address highly 
sophisticated and challenging problems and gain deeper insight 
into some complex phenomena; such as, e.g., interplay of 
synchronizing effect by common noise and desynchronizing 
coupling5,6. Employment of W-S and O-A approaches yielded 
significant advance in understanding many problems in physics 
and self-organization theory (e.g., Refs.1–8). 

Construction of the perturbation theory for Watanabe-Strogatz 
and Ott-Antonsen approaches for ensembles with weak violation 

of form (1) is of interest, but turns out to be problematic for the 
general case9. In particular, a straightforward modification of W-S 
approach yields results which diverges where the basic state is 
close to the perfect synchrony, while this case is of primary 
interest for practical problems. Additional essential difficulty is 
rooted in the fact that the dynamics of the order parameter in 
system (1) for identical oscillators can be rich, but the mutual 
positioning of oscillators and their clustering remain frozen. A 
weak deviation from the form (1) can lead to merging of clusters 
or self-organized splitting into new clusters. Thus, the dynamics 
of the ensemble is not merely the dynamics of order parameters 
for clusters anymore, but also the dynamics of clustering; the 
number of clusters and their order parameters may vary with time. 
The reduction of such a dynamics to the unperturbed dynamics 
described by Ott and Antonsen is impossible. 

II. THE CASE OF INTRINSIC NOISE 

Particular cases of the deviation from the form (1) can be of 
interest. Such is the case of the ensemble of oscillators with 
intrinsic noise: 

 Im(2 ( ) ) ( )ki
k k kh t e tϕϕ εζ−= Ω + +ɺ , (4) 

where ε is the intrinsic noise strength, ζk(t) is the normalized 
individual intrinsic noise signal; 

 ( ) ( ') 2 ( ')k l klt t t tζ ζ δ δ+ = . 

For the case of small but nonzero intrinsic noise, one can show 
that the one-cluster solution which is an heir of the Ott-Antonsen 
solution becomes globally attracting. Thus, one can construct the 
perturbation theory for the vicinity of the Ott-Antonsen manifold; 
if the initial state is a multi-cluster one, all clusters merge and one 
can focus on describing the dynamics of a single-cluster state. 

A self-contained description of the dynamics of the order 
parameter a1 = <exp(iϕk)> requires accounting for the dynamics of 
parameter q = <exp(i2ϕk)> − a1

2, which turns to zero for the single-
cluster states on the O-A manifold and quantifies deviation from 
this manifold. For a and q, one can derive the reduced equations: 

 
2 2

1 1 1 1

2 2 2
1 1

( ) ( ) ,

( 2 2 4 ) 2 4 ,

a i a a h h a q

q i h a q a q

γ ε

γ ε ε

∗

∗

= Ω − + + − +

= Ω − − − −

ɺ

ɺ

 (5) 

where Ω : mean natural frequency, γ : half-width of the frequency 
distribution (in the case of the Lorentzian distribution). 
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FIG. 1. Dynamics of system (6). Left panel: sample trajectories of a1,1 
(red), a1,2 (blue), a1,2/a1,1 (black). Right panel: one-cluster Chimera states 
for α = π/2 – 0.1, A = 0.25 (black cross), 0.28 (red line), 0.30 (blue line). 
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FIG. 2. Dynamics of two-cluster states in system (6) with/w.o. noise for 
ε = 0.01, A = 0.3, α = π/2 – 0.10 (left) and α = π/2 – 0.15 (right). Blue: no 
noise, gray: transient dynamics with noise, black: attractor with noise. 

III. CHIMERA STATES IN COUPLED 
KURAMOTO ENSEMBLES 

Eqs. (5) can be utilized for the study of the impact of intrinsic 
noise on Chimera states in two coupled Kuramoto ensembles: 

 
2 1

, , ,1 1
sin( )rN

s k sr r r j s kr j
K Nϕ ω ϕ ϕ α−

= =
= + − −∑ ∑ɺ , (6) 

where s = 1, 2, Ns is the number of oscillators in ensemble s, and 
coupling coefficients K11

 = K22
 = (1 + A)/2 and K12

 = K21
 = (1 – A)/2. 

Abrams et al.7 reported for (6) stable Chimera states, where one of 
the subensembles is perfectly synchronized, | a1,1| = 1 (here a1,s = 

<exp(iϕs,k)>), while the oscillators of the other subensemble form 
a breathing cluster—order parameter a1,2 oscillates periodically or 
quasiperiodically (Fig. 1). Later on, regimes with several breathing 
clusters in the second subensemble were reported8, with a higher 
embedding dimension of dynamics (blue trajectories in Fig. 2). 

As expected, intrinsic noise introduces effective dissipation in 
the system dynamics (Fig. 2). For initial two-cluster states, 
clusters merge in one, and the dynamics of the resulting cluster is 
in good agreement with approximation (5), which yields for 
Eq. (6) with intrinsic noise the following equation system: 

 

2 2
1,1 1,1 1 1 1,1 1

2 2 2
1 1 1,1 1 1,1

2 2
1,2 1,2 2 2 1,2 2

2 2 2
2 2 1,2 2 1,2

( ) ( ) ,

( 2 4 4 ) 2 ,

( ) ( ) ,

( 2 4 4 ) 2 ,

a i a h h a q

q i h a q a

a i a h h a q

q i h a q a

ε

ε ε

ε

ε ε

∗

∗

∗

∗

= Ω − + − +

= Ω − − −

= Ω − + − +

= Ω − − −

ɺ

ɺ

ɺ

ɺ

 (7) 

where hs = 0.5(Ks1a1,1 + Ks2a1,2)e
−iα. 

Consideration of the effect of the intrinsic noise on Chimera 
states in coupled Kuramoto ensembles suggests that one can 
introduce an analog of cumulants for phases—κm defined as 

 
1 0

! ( ) ln !m m
m mm m

k m k a k mκ
∞ ∞

= =
 ≡ Φ =  
 ∑ ∑  

—and reformulate the dynamics of the probability density in 
terms of these cumulants. Approximation (5) turns out to be the 
second-term truncation of cumulant expansion. Analysis of the 
case of intrinsic noise revealed that, in terms of these cumulants, 
one can construct a perturbation theory with good convergence 
properties and “transparent” interpretation of results. This theory 
is not restricted to the case of intrinsic noise. 

IV. OPEN QUESTIONS AND 
UNSOLVED PROBLEMS 

 
• The relationship between the “cumulants” and the Wata-

nabe-Strogatz variables requires further understanding. 
 

• Fruitfulness of the cumulant approach for construction of 
the perturbation theory for the general case of violation of 
the equation properties required by the W-S and O-A ap-
proaches remains questionable (especially, where cluster-
ing dynamics comes into play). 

 
• The cumulant approach turns out to be useful for analyti-

cal studies, but numerical simulation requires truncation of 
expansion. While the second-order truncation (5) is al-
ways stable, the plain higher-order truncations result in 
numerical instability (for some systems this instability ap-
pears for any order of truncation above 2). Can it be han-
dled by proper truncation? (Without this instability, one 
can use 10-order truncation, where Eq. (2) requires several 
hundreds of terms). 
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I. INTRODUCTION 

 

Many dynamical systems have their own chaotic properties; 

therefore, the result of even a periodical external input can be 

equivalent to the white noise excitation. Because all correlations 

of the external signal are destroyed by chaotic dynamics of a 

system, the periodical input can be modeled as a white noise 

source of corresponding intensity. The questions arise: (1) how the 

intensity of the white noise in the model depends on amplitude of 

periodic input and (2) does the period of input influence the white 

noise properties? 

 

To answer such fundamental questions the simplest chaotic 

system is useful.  The billiard is a system where non-interacting 

point particles (or one particle) in free motion undergo elastic 

collisions with a set of fixed scatterers. Dispersing Sinai billiards  

(Fig. 1) satisfy the following strong chaotic properties1,2,3: a) the 

Central Limit Theorem holds; b) correlations decay exponentially; 

c) the particle flow is ergodic with mixing. We consider billiard 

with finite space, therefore coordinates distribution is 

homogeneous and velocity distribution is the same for all regions 

of billiard. 

 

When the boundary of the scatterers is oscillating, the particle 

undergoes both head-on and head-tail collisions. The particle 

gains the velocity (Δ ) in the former case, and loses it 

(Δ ) in the latter case. This process is related to the linear 

increase of mean velocity of a particle in periodically or randomly 

forced billiards systems and known as Fermi acceleration4,5. 

 

The Fermi acceleration model can be used for an approximate 

estimation of the diffusion coefficient of adatoms, moving on the 

surface of fluctuating island6. Also the Fermi acceleration 

mechanism is useful for explanation of extremely fast diffusion of 

mass-selected golden clusters deposited on graphite7. This model 

gives a resolution of the contradiction between extremely large 

diffusion coefficient and its dependence on temperature according 

to Arrhenius law8. 

 

The correlations of particle velocity at different collisions are 

considered for calculation of the kinetic coefficients in Fokker-

Planck equation and definition of work in thermodynamic 

approach. 

II. CONDITIONS OF 

INDEPENDENCE ON PERIOD OF 

HARMONIC INPUT 

We consider billiards with fixed mean free path  that is given 

by the expression 

 
 

where:  is the area of accessible billiard region, and  is the 

scatterers perimeter. 

 
 

Fig. 1 Sell of Lorentz gas is an example of dispersing billiard 

 

Let the boundary be perturbed by a regular way with the period 

 ( ) and amplitude of velocity . In general 

case, Fermi acceleration dependence on  is nontrivial. If 

 (the period is much less than the time of free path) the 

particle acceleration is exactly the same as it is for the case of 

stochastic oscillations of scatterers. This case cannot be 

considered as quasi-stable, because the particle accelerates the 

time of free path decrease and finally it reaches the value T.  If 

, some long-time correlations are possible. If 

 the principle of local equilibrium is broken and the 

process is not quasi-stable, since the replacement of scatterers 

boundary is of the same order as the mean free path. As a result, 
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the thermodynamic interpretation and independence on the period 

are possible only under condition 

 

 

                                 (1) 

 

This approximation of high velocities of the particle means that 

the mean free time is much less than the period of scatterers 

oscillations. The correlation time is proved to be less than the 

period. Therefore the dynamics of particle velocity is Markov 

process with the step . 

 

We prove analytically and numerically that coefficients in 

Fokker-Plank equation and, correspondingly, Fermi acceleration 

are independent of period under condition (1). Fig. 2 shows Fermi 

acceleration versus the period of scatterers oscillation for different 

amplitudes of the oscillations. Horizontal lines represent the 

analytical calculations and points represent results of numerical 

calculations. That means precise definition of corresponding white 

noise intensity in stochastic differential equation following from 

the Fokker-Plank equation. We also investigate numerically 

dependence of the acceleration on the period when the last is out 

of this interval. 

 
Fig. 2 Dependence of the Fermi acceleration on the period of 

scatterers oscillation. 

 

Unsolved problems are following: 

What kind of analytical mode can present the dependence of 

noise intensity on the period of harmonic input, when condition 

(1) is not fulfilled? 

How can we generalize the results obtained for billiard-like 

system for other chaotic systems driven by periodical inputs? 
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I. INTRODUCTION 

The increasing need for security and noise robustness of 

communications has led to new protocols, implementing a variety 

of different mathematical or logical approaches in order to achieve 

secure communication. To be useful, such schemes must be 

resistant to noise and other external perturbations (both malicious 

and random).Additionally, these protocols must be able to run 

efficiently in real-time noisy environments, and often on low-cost 

devices suitable for widespread general use, despite their typical 

complexity due to the convoluted procedures they employ to 

achieve security. Thus, not only conceptual and theoretical design, 

but also practical development and implementation of such 

communication protocols are necessary. 

The hitherto unsolved problem we address in our presentation is 

whether or not a recently proposed protocol1, based on the 

coupling functions2 between dynamical systems, works as 

successfully when implemented in hardware as a real physical 

system as it does in theory and numerical simulations1,3. We 

thereby evaluate the robustness and encryption effectiveness of 

the scheme in the face of actual analog channel noise, thereby 

testing the potential utility of the new encryption method.  

A second question was whether commercially available low-

cost devices can support the physical demands of the new 

communications protocol. Therefore, the transmitter and receiver 

for communications tests were each implemented on a separate 

single-board Raspberry PI 2 computer. 

II. EXPERIMENTAL IMPLEMENTATION 

OF THE COUPLING FUNCTIONS 

COMMUNICATION PROTOCOL 

The experimental implementation of the system is illustrated in 

Fig. (1). The system first encrypts the information carrying (in this 

case binary) signals si as time-variable parameters of non-linear 

coupling functions between two dynamical systems x and y, as 

shown in Eqs. (1) and (2). 
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This process results in a complicated and nonlinear scrambling of 

the information. The dynamical systems used during the 

experiment are chaotic Lorenz systems, which are known to be 

widely used for secure communications4 because they provide 

additional complexity and security for the data encryption process. 

One signal from each of the systems is then sent in its analog 

form (in this case x1 and y2). Channel noise is replicated by adding 

analog white noise to the encrypted signals. The noise is generated 

in MATLAB and produced with a 100 KHz sampling frequency 

computer audio card. Since measurement noise and other 

electronic perturbations and disturbances are inevitable during the 

experiment, it can be considered that the conditions are close to 

those of many real world communication applications. During the 

communication, handshake signals indicating readiness to 

send/receive data are used to avoid synchronization errors.  

These noisy signals are then digitized at the receiver, where 

they enslave and completely synchronize5 two similar coupled 

systems u and w (Eqs. (3) and (4)), before they are decrypted 

using dynamical Bayesian inference2,6. 

The main advantages of this approach are the unbounded 

number of possible choices for the forms of the linearly 

independent coupling functions (which provides a powerful 

encryption scheme), and the effective separation between the 

deterministic information and the channel noise perturbations 

 
FIG. 1. A schematic diagram showing the experimental implementation of the coupling functions communication protocol. 
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achieved by the inherently stochastic dynamical Bayesian 

inference approach (which results in increased noise robustness). 
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III. ANALYSIS 

The robustness of the protocol was examined for different 

levels of channel noise by systematically increasing the noise 

strength while encrypting, sending, and decrypting randomly 

generated data bits, which resulted in different levels of the signal-

to-noise ratio (SNR).The deviations of the binary values of the 

decrypted signals s1(t) and s2(t) as functions of the SNR in the 

channel are shown in Fig. (2), plotted as compact boxplots which 

show the median, quartiles, maximum, and minimum. For small 

noise (higher SNR), the distributions are compressed around their 

median values for binary ones and zeros. For higher noise (lower 

SNR), the distributions become wider and even start overlapping, 

which means that binary one and binary zero cannot be clearly 

separated and the bit-error-rate (BER) has become nonzero.  

The experiment was performed up to values of around 15 dB 

for the SNR, after which it became impossible because of 

resolution and precision limitations. While the numerical 

simulations in theory obtained a much lower threshold of 4 dB2, 

the experimental setup increased it up to a more realistic value: 

finite BER for s2(t) appears around SNR = 15 dB. In practice, this 

is a relatively high noise level, especially compared to standard 

SNR thresholds for BER appearance which are around 15 dB for 

wireless and 40 dB for wireline communication7. 

Furthermore, the coupling function protocol was also compared 

with the signal masking protocol4, as an example of a well known 

protocol using complete synchronization of chaotic systems. 

Without a dynamical Bayesian inference mechanism on the 

receiving side, this protocol is less complex, but achieves a BER 

threshold of around SNR = 20 dB under the same experimental 

conditions, which indicates lower robustness to noise. 

IV. CONCLUSION 

The coupling function protocol1works well in a hardware 

implementation and remains effective even under conditions of 

relatively high noise. The results obtained are consistent with 

previous theoretical findings, and we have demonstrated the 

protocol's performance on a low-cost and widely used device, 

thereby helping to bridge the gap between the theoretical 

development of the protocol and its practical application in the 

future. In particular, we have shown that the use of dynamical 

Bayesian inference in the decryption process results in successful 

decomposition of the noise signal from the deterministic 

information. 
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The Kirchhoff-law-Johnson-noise (KLJN) offers 

unconditional (information-theoretic) security [1,2]. 

However, similarly to quantum communications, 

potentially non-ideal features in the practical system pose 

the danger of information leak. Even though the 

information leak can be reduced by privacy amplification 

[3], it is desirable to reduce the leak as much as possible.  

One of the most dangerous and least explored class of 

attacks is based on low-frequency or DC current 

components in the cable and may be caused by a ground 

loop (leading to a 50/60Hz sinusoidal current), EMI or DC 

offset. The voltage drop originating from such parasitic 

currents will introduce a location-dependent bias into the 

key distributions and quickly uncover the nature of the 

resistors at the two ends of the wire, as illustrated in Fig. 1. 

 

Figure 1. Schematic circuit for illustrating parasitic DC and low-

frequency artifacts caused by ground loops [4]. For the sake of 

simplicity, the parasitic source is assumed to exist solely at 

Alice’s side. Only the parasitic voltage generator is shown, 

because its impact is additive to the voltages caused by other 

circuit deficiencies. The parasitic DC or low-frequency 

components U1DC and U2DC of U1 and U2, respectively, are 

sensitive to the location of the low/high resistor at Alice’s and 

Bob’s side.  

Eve can simply measure and compare the DC or 50/60 

Hz voltage components of the strongly correlated voltage 

noises at the two ends of the wire and extract the key or its 

inverse. Figure 6 shows, as an example, computer 

simulations of two strongly correlated noises with a small 

DC shift. In this particular case, a single-time measurement 

is able to identify the DC voltage shift and uncover the key 

or its inverse. If the DC shift is greater than the stochastic 

difference between the time functions, then a single-time 

measurement is sufficient to distinguish the two noises and 

the bit-situations in the KLJN scheme. 

Obviously, Eve’s successful guessing probability in this 

simple attack, is progressively enhanced by increasing the 

cable resistance. However, according to our recent study 

and new statistical attack, Eve can utilize the loop current 

even at zero cable resistance. Many unsolved problems 

emerge; some of them are listed below: 

 

i)  What is the impact of attacks utilizing periodic 

times function components in the loop currents? 

ii)  Is increasing the noise temperature of RA and RB 

beneficial, or not? There are indications of both 

situations. 

iii)  Is there an optimum situation? 

iv)  Can we avoid using coax cables or twisted 

pairs and utilize the economical advantages of ground 

(single wire correction) ? 

 

Figure 2. Computer-generated illustration [4] of how a DC shift 

can distinguish between two strongly correlated noises by 

comparison at a single moment of time. The arrows indicate the 

directions of shift. 
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I. INTRODUCTION 

Nano-mechanical resonators provide a promising platform for 

mass, charge, and force detection with extremely high sensitivity1-

3.  The sensitivity is largely limited by the noise, which broadens 

the spectral response of the vibrational modes. Such broadening is 

invariably present in all nanomechanical systems. An important 

and well-established feature of the vibrational modes in 

nanomechanics, which can also limit their performance as sensors, 

is the nonlinearity. A consequence of the nonlinearity is that, 

when a mode is driven close to resonance, the vibrations display 

bistability: for the same value of the driving force amplitude, the 

vibration amplitude can take on one of the two values, see Fig.(1).  

Here we explore the effect of noise on a bistable driven 

nanomechanical mode and show that the bistability opens a way 

for a qualitatively new type of signal processing. It is based on 

using the driven system as a bi-directional bifurcation amplifier. 

The sensitivity of this new type of an amplifier depends on the 

noise parameters. The effect of the noise is qualitatively different 

from the familiar effects of the noise on mass and force sensing. 

We reveal a regime of a critical behavior and find the relevant 

scaling, which bears on the optimal performance of the amplifier. 

 
Fig. 1. The squared amplitude of forced vibrations of a nonlinear 

vibrational mode as a function of the squared amplitude of the 

driving force. The mode is modeled by a resonantly driven 

underdamped Duffing oscillator4. The stable branches of forced 

vibrations are shown by solid lines, the dashed line shows the 

unstable branch. ���,��  are the bifurcational values of the force that 

limit the range of bistability. The vertical line shows the chosen 

reference value of �� in the absence of a signal. 

II. BISTABILITY OF DRIVEN  NANO-

MECHANICAL MODES  

We use the standard model, where a nano-mechanical mode is 

described as a resonantly driven Duffing oscillator5 with equation 

of motion ݍሷ + 2Γݍሶ + ߱ଶݍ + ଷݍߛ = � cos߱�� + �(�),             (1) 

where ݍ is the oscillator coordinate, Γ is the friction coefficient, ߱ is the eigenfrequency, and ߛ is the nonlinearity parameter. We 

assume that, as it is usually the case in the experiment, Γ, |γۃqଶۄ| ≪ ߱ , and that the drive frequency is close to 

resonance, |߱� − ߱| ≪ ߱ . Function �(�) describes noise, 

which we assume to be ߜ-correlated with intensity 2ܦ. 

It is convenient to write Eq. (1) in dimensionless variables. 

Then the dynamics in the absence of noise is described by the 

scaled squared amplitude of the drive ߚ = ଶ�ߛ3 32⁄ ߱�ଷ(߱� −߱)ଷ and � =  Γ/|߱� −߱| . The bistability of vibrations occurs 

in the range � < �� = 1 ∕ √3 and ߚ < �ߚ = 8/27. 

The mode dynamics is simplified in the vicinity of the critical 

parameter values �� �ߚ, . Here, the two stable vibrational states 

and the unstable vibrational state shown in Fig.(1) are close to 

each other in phase space. The motion near these states is 

described by a “soft mode” ݔ(�), which is a common feature of 

motion in the vicinity of bifurcation points6. The important 

distinction from the standard bifurcation theory is the presence of 

the noise, which leads to spontaneous transitions between the 

coexisting vibrational states7. Such transitions have been seen by 

now in many nano-mechanical systems, starting with Ref.8. 

III. RESPONSE TO A BIPOLAR SIGNAL  

If the amplitude of the driving force � is changed, one of the 

stable states of forced vibrations can disappear. Such change is of 

interest for digital detection of modulated signals. These signals 

are encoded in the discrete values of a phase and can be written as ߜ�� cos(߱�� + �) with �  being 0 or ߨ . In terms of Eq.(1), the 

signal modifies the amplitude � and causes it to change between � + ��ߜ  and � − ��ߜ . Digital detection requires that (i) for a 

given phase of the signal, the mode has only one stable vibrational 

state, and (ii) when the phase of the signal changes, the mode 

switches to another stable vibrational state. Such switching is 

illustrated in Fig.(2). 

 
Fig.2.The potential �(࢞)for the soft-mode variable ࢞ of the driven 

mode, Eq.(2). In the absence of a signal the potential is a 

symmetric quartic parabola, with the minima corresponding to the 

two stable vibrational states of the mode. This corresponds to the 

reference value of the driving amplitude shown by the red vertical 

line in Fig.(1). The signal, depending on its polarity, tilts the 

potential to the right or to the left, as shown by the left and right 

panels. In the absence of noise, the minimal amplitude of the 

signal is determined by the condition that one of the wells 

disappears, and the minimal duration of the signal is determined 

by the condition that, for a given signal amplitude, the mode has 

time to switch to another minimum. 

The evolution of the appropriately scaled soft-mode variable is 

described by equation, which in dimensionless time � = Γ� reads ݔሶ = −߲௫�(ݔ) + �(�),  

(ݔ)�           = ݔ�−  − ଵଶ |� − ଶݔ|�� +
ଵଷ√ଷ 
 ସ,                      (2)ݔ
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where �(�) is white Gaussian noise, ۄ(′�)�(�)�ۃ  = �)ߜܦ2  − �′) 

with ܦ ∝ ܦ . Parameter �  is the scaled signal amplitude, � =

(8 27⁄ )ଵ ଶ⁄  .�ߚ with �� given by ��/��ߜ

Deterministically, the minimal value ߜ��� of the signal 

amplitude |ߜ��| is given by the condition that a minimum of �(ݔ) 

merges with its local maximum, which gives ߜ��� ��⁄ =

(3 4⁄ )ଷ∕ସ|� −  ��|ଷ∕ଶ.  From this equation it is clear that, by 

moving closer to the critical value of � , i.e., by appropriately 

changing |߱� −  ߱| , one can improve the sensitivity. On the 

other hand, the duration of the pulse needed to switch from one 

minimum to another when ߜ��  changes sign increases with 

decreasing signal amplitude. This time can be shown to be  

   ���� = �3 ଼⁄ 2ହ∕ସ⁄ |)ߨ� |��ߜ ��⁄ )−ଵ/ଶ  (3) 

IV. SIGNAL DETECTION ERROR AS A 

RARE EVENT PROBLEM 

The limit on the sensitivity is imposed by noise. For the signal 

amplitude close to critical, as seen from Fig.(2), there is a region 

where the potential �(ݔ) is almost flat. It is centered at −ݔ��sgnߜ��, with ݔ�� =  [(√3 (�� − �)/4]ଵ/ଶ . The motion here 

is slowed down, and the effect of fluctuations accumulates. Once 

the system has moved beyond the critical region, it moves 

comparatively fast. Near the critical region we introduce a scaled 

variable ݕ = ��ߜ) ��⁄ )−ଵ ଶ⁄ ݔ) + 3ହ(��ݔ ଼⁄ 2ଵ ସ⁄⁄  (for ߜ�� > 0). To 

the leading order in ߜ�� , the Fokker-Planck equation for the 

probability deinsity ݕ)ߩ, �′) in time �′ = �ߨ ∕ ���� reads 

ߩ′�߲  = ߲௬(߲௬��ߩ) +  ,ߩ௬ଶ߲�ܦ

    �� = − ଷ/3ݕ− ,ݕ  �ܦ = (3ଵ/଼/2/ସ)[ߜ��/ ��]−ଷ/ଶ(4)        . ܦ 

For small ߜ�� and small  ܦ�, this equation describes the evolution 

of the system from ݕ� → −∞ (the state occupied before the signal 

arrives) to ݕ� → ∞ (the state into which the signal drives the 

system and where it is detected) over time ����. The evolution of ߩ  with time �′ is shown in Fig.(3). The maximum of the 

distribution quickly shifts to positive ݕ  and the distribution is 

broadened because of the “softness” of the potential at small |ݕ|. 
The noise-induced error is determined by the probability that, 

by the end of the signal (i.e., of the pulse ߜ��), the system is still 

in the region ݕ ≤ 0, i.e., by the value of ∫ (ݕ)ߩ
−∞  This value .ݕ�

is exponentially small for weak noise. The exponent is determined 

by the probability density of finding the system at ݕ = 0 at the 

end of the signal, �′ = � or) ߨ =  ����).  

We find the exponent using the method of optimal fluctuation. 

As is usually done in this method7,9, we set ݕ)ߩ, �′) =

exp[−ܵ(ݕ, �′) ⁄�ܦ ] . Function ܵ  can be associated with the 

mechanical action of an auxiliary non-dissipative particle with the 

coordinate ܳ, momentum ܲ, and the Hamiltonian �(ܳ,ܲ) = ܲଶ −ܲ��′(ܳ). The problem of finding ܵ turns out to be different from 

the problems traditionally solved using the method of optimal 

fluctuation. Nevertheless, we have found a way to solve it. The 

obtained error rate is 

     = (ߨ,0)ߩ  = ܥ exp(−ܴ ,(�ܦ ܴ = ߨ) − 2ହ∕ଶ 3⁄ )/4⁄        (5) 

Here, constant ܥ ∼ 1 is independent of the noise intensity.  

    V.       DISCUSSION 

The condition (5) shows where the proposed here bidirectional 

amplifier can work reliably for weak signals in the presence of 

noise. Because  ܦ�  increases as (ߜ��)−ଷ∕ଶ  with the decreasing 

signal amplitude, the error sharply increases with the decreasing 
,|��ߜ|  which imposes a more strict limitation on the minimal 

signal amplitude than just the condition |ߜ��| >  .���ߜ

This work suggests a new application of nano-mechanical 

systems, which reveals nontrivial and hitherto unknown aspects of 

their dynamics in the presence of noise. It describes some of the 

effects of the noise, but since this is the first work in a new 

direction, much remains to be learned. One of the major open 

questions is the effect of frequency fluctuations, which often play 

an important role in nano-mechanical systems.  
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Fig.3. The evolution of the distribution � of the scaled vibration 
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I. INTRODUCTION 

Everybody knows that we are living in the era of global 
warming. However this is not the first, second, third or even 
the hundredth global warming. Climate fluctuations can be 
traced throughout the entire history of the Earth. So now the 
main question is: what role does human activity play in 
modern warming? The only scientific way to predict the 
coming future climate changes is to correctly analyze such 
changes in the past.  

Palaeoclimatology, palaeoecology, paleogeography have 
amassed thousands records of climate changes in time  
intervals of hundreds, thousands, millions, and even dozens of 
millions years. These dependencies and the cross-correlation 
of these parameters are analyzed and continue to be analyzed 
using highly sophisticated techniques. However for those that 
are involved in studying noise, these paleodata look often 
simply as noise 

II. PALEODATA AND NOISE 
ANALYZIS 
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FIG. 1. The time dependence of the virtual axial dipole 
moment (VADM) for 800 Ka1. (VADM is very important 
quantity for sailors, geodesists, cartographers, etc…) 

 
 
Let’s assume that these data represent a random 

functions, and determine the spectral density of fluctuations 
for such noise dependences. 

 
FIG. 2. The frequency dependence of spectral density 

fluctuations, DMS for the time dependence VADM (Fig. (1)).  
 
Those who do not recognize a Lorentzian can cast the first 
stone.  
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FIG. 3. The frequency dependences of spectral density 
fluctuations, 2HS for the deuterium content (“deuterium 
thermometer”). Vostok Ice Core Deuterium Data for 420,000 
years2.  
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; 0~ (6- 8)000 years 

 
Data on average of 57 globally distributed benthic and ice 

18O records (“oxygen thermometer”) have been presented for 
5.3 million years3.  
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The frequency dependence of temperature spectral density 
fluctuations calculated for these data demonstrates the 
presence of two Lorentzians  

1. 0 ~ (6-8) 000 years that is close to the corresponding 
values of 0, found for Antarctic data 

2. 0 > 100 000 years 
 
Data on fluctuations of solar insulation for 10 million years 
have been presented in Ref.4 

 

 
FIG. 4 The frequency dependence of spectral density 
fluctuations of solar insulation for 10 000 000 years 
 
One can see the Lorentzian (again) with 0~6 000 years. 
Peaks 1, 2, and 3 in Fig (5) correlate with well known 
periodical processes:  
3. 41,000-years: The angle between the axis of rotation of the 
Earth and the normal to the plane of the orbit oscillates with a 
period of 41,000-years; 
2. 23,000 years: The period of the precession of the Earth's 
orbit is 26,000 years. 
1. 18,000 years: The combination of rotation of the elliptical 
orbit and precession gives a period of 21,000 years  
 
Because the Sun is the Master of the Earth, we can assume 
(just assume) that the temperature (and VIDM) fluctuations 
with 0 ~ (6-8)000 years are caused by fluctuations of the 

insulation.  
 
The frequency dependence of spectral density  

fluctuations for the atmospheric radiocarbon 
14

C = 
14

C/
12
С is 

Lorentzian with 0 ≈ 300 years5.  

 
An analysis of C02 fluctuations reveals the frequency 

dependence characteristic of natural or man-made disasters: 
floods, crises, stock crashes, etc. 

III. PRELIMINARY RESULTS.  

1. Interpretation of paleoclimatic data as random functions 
and calculation their spectral density reveals interesting and 
previously unknown regularities . 
__________________________________________________ 
 
1 Y. Guyodo and J. Valet, Nature 399, 249 (1999). 
2 J. R. Petit, et al., Nature 399, 429 (1999) 
3 L. E. Lisiecki and M. E Raymo, Paleoceanography 20, 
PA1003 (2005). 
4 A. Berger and M. F. Loutre, Quaternary Sciences Review 
10, 297 (1991). 
5 M. Stuiver, et al., Radiocarbon 40, 1041 (1998) 

2. Along with the known periodic and quasiperiodic processes 
in the formation of many paleoclimatic parameters, an 
important role play random processes with a single time 
constant 0.  

3. The nature of such processes is interesting though not 
clear. As far as we know, it has never been discussed 
previously 
 
4. Fluctuations in temperature and solar insolation (and 
VADM) are characterized by a random process with a single 
time constant 0 on the order of (5-8) thousand years. 

We have traced the effect of this process on the time scale 
of ~ 10,000,000 years  
Because the Sun is Lord of the Earth it seems plausible that 
the temperature (and VADM) fluctuations with 0 ~ (5-8)000 

years are caused by fluctuations of the insulation 
 
5. The dominant role of the random process with  
0 ~ (6 –8)000 years makes "short-term" (at characteristic 

times of ~ 200-500 years) forecasts of climate change not 
reliable. 
 

IV. SOME REMARKS ABOUT 
GLOBAL WARMING 

HYSTERIA 

Only 20 000 years ago at the location of this Conference 
lay an ice shield of 2.5-3 km thickness. This monstrous ice 
shield quickly melted away without any influence of human 
activity. About ~ 12,000 years ago people settled in the 
territory of modern Scandinavia 
Holocene warmings:   
1. 6000 BC – 4000 BC.   Duration ~ 2000 years.  
2. 3000 BC – 1500 BC.   Duration ~ 1500 years 
“Roman” warming:  
~ 200 BC – 200 AC   Duration ~ 400 years 
“Viking Era” 
~ VIII – XI century AC  Duration ~ 300 years 
Between 800 and 1200 AC vikings could navigate at latitudes, 
where floating ice is now encountered. They settled in 
Greenland which was a GREEN land at that time.  
In XII-XIII AC on the Baltic coast and in England people 
grew grapes 

V. CONCLUSION 

There is a powerful natural random process of unknown 
nature with a characteristic time of about 5-8 thousand years. 
It can be traced for at least 10,000,000 years and takes into 
account glacial periods and periods of intense warming.  
It seems that modern human activity exerts an incomparably 
less influence on the climate than this unknown factor.  

 
It appears that an honest scientific answer to the question of 
whether the observed current warming is a consequence of 
human activity should be: 

"We do not know, but it looks very likely no."  
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I. INTRODUCTION 

Noisy environmental mechanical vibrations are ubiquitous and 

in a large variety of forms such as induced oscillations, seismic 

noise, vehicle motion, acoustic noise, multi-tone vibrating 

systems, human motion, just to name a few. 

A review of common vibrations sources as potential viable 

power sources was presented by Roundy et al.1. In last years, the 

scientific community has focused on the development of solutions 

for efficiently scavenge energy from vibrations.  

Actually, it should be observed that only occasionally, the energy 

to be collected may be confined to a very specific region of the 

frequency spectrum but, very often, the available (for harvesting) 

energy is distributed over a wide frequency spectrum. In such a 

framework, linear energy harvesters, typically based on oscillators 

(typically based on cantilever beams) lose their effectiveness. 

New harvesting configurations based on nonlinear mechanisms2, 

such as bistable systems3, can outperform traditional (linear) 

energy harvesters under the appropriate operating conditions. 

As an example, the fixed-fixed beam in a buckled configuration 

(also note as “Snap Through Buckling” (STB) configuration) 

obtained by applying a pre-compression at the beam’s ends, 

presents a nonlinear bistable behavior in a wide (depending on the 

geometrical parameters) range of frequencies. The main 

advantages of the STB configuration are the large displacements 

of the beam, and the fast switching between the two stable states 

under external low amplitude wideband mechanical vibrations, 

which allow to enhance the efficiency of the power conversion 

mechanism. A drawback of the STB configuration is that to 

activate the inter-well beam switching and permit the beam to 

escape from one potential well (stable state) to the other, the input 

acceleration must overcome a threshold value which is fixed by 

the inherent potential barrier of the bistable potential energy4. 

Recently, the authors investigated the mechanical and electrical 

behavior of buckled beam based nonlinear energy harvesters5,6,7,8. 

This work deals with a STB harvester to scavenge energy from 

wideband vibrations. , acting along the vertical direction. The 

system architecture and experimental evidences of its energy 

conversion performances are addressed. 

II. THE NONLINEAR ENERGY 

HARVESTER 

A real view of the device including the experimental setup 

based on an electromagnetic shaker and the driving electronics is 

shown in Fig. 1a. It consists of a fixed-fixed flexible PET 

(TartanTM 801, Hewlett-Packard) cantilever beam in a Snap 

Through Buckling (STB) configuration, with a pre-compression 

Δy=1 mm applied along the main axis. A proof mass is placed in 

the middle of the beam and two lateral identical piezoelectric 

transducers, Midè Volture V21BL, are used to implement the 

mechanical-to-electrical conversion. The beam dimensions are 6 

cm by 1 cm, with a thickness of 140 µm. The proof mass consists 

of two identical neodymium (NdFeB) disc permanent magnets 

SN-10-04-N, with an axial (parallel to the height) direction of 

magnetization. Magnets dimensions are diameter 10 mm, height 

4mm. Two hemispherical stainless steel mass, with height 3 mm, 

diameter 4 mm, and weight of 0.2 g, have been used to maximize 

the effect of impacts per each switching event. The total mass of 

the proof-mass is 5.2 g. The beam pre-compression and the proof 

mass define the switching threshold of the device. In case of a a 

subthreshold signal along the vertical axis, the beam will not 

exhibit commutations, thus producing intra-well vibrations within 

one of the two stable states. 

A neodymium permanent magnet, S-08-01-N, has been placed 

underneath the bottom harvester, at the optimal distance Lm = 29 

mm from the upper state position, to compensate for the effect of 

the proof mass load. The position of the repulsive magnet has 

been experimentally fixed by measuring the repulsive magnetic 

force exerted by the magnet on the proof mass, by using a load 

cell (Transducer Techniques GSO-10). 

An electromagnetic shaker, consisting of two identical 

electromagnets WF-P34/18 (one facing the other), driven by 

counter phase current signals through dedicated electronics, has 

been used for the system characterization. In such a configuration 

the two electromagnets continuously exert a magnetic force (given 

by the sum of the two coherent magnetic force components) on 

the magnetic proof mass of the harvester. 

A distance measurement module, QTR-1A by Pololu, including 

a small reflectance infrared sensor and the conditioning 

electronics, has been used to continuously monitor the 

displacement of the proof mass. 

III. EXPERIMENTAL 

CHARCATERIZATION 

The experiments were aimed at estimating the response of the 

harvester to a band limited noise vibration, in a given time 

interval, by changing the strength of the input signal. More 

precisely, the device performances were tested in terms of the 

number of complete commurtations of the beam between its stable 

states, over a set time interval of 20 s, as well as the electrical 

power and the mechanical to electrical conversion efficiency. The 

range of frequencies in which the beam can follow the signal 

dynamics (i.e. the switching rate corresponds to the stimulation 

frequency) has been observed to be 5 Hz7. 

Fig. 1b shows an example of the bandwidth limited (at 15 Hz) 

noise (the magnetic force FM applied to the beam), used for the 

sake of harvester characterization, while Fig. 1c shows its 

frequency spectrum.  
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(a) 

 
(b) 

 
(c) 

FIG. 1. (a) A real view of the harvester including the electromagnetic shaker and the driving electronics; (b) an example of the input 

magnetic force used for the harvester characterization; (b) the frequency spectrum of the input magnetic force. 

 

The number of (inter-well) switching events as a function of the 

noise variance, in the considered observation time, is shown in 

Fig.2a.It is, readily, observed that the number of switching events 

increases as a function of the noise level. This result can be 

justified by taking into account that the number of threshold 

crossing events increases with the noise variance. The number of 

impacts on the piezoelectric transducers increases consequently, 

thus improving the electric energy produced. 

The observed time domain signals in case of an input 

acceleration with a variance of 23.38 m2/s4 and 170.26 m2/s4, 

generating null (sub-threshold) and 74 beam’s switching events, 

are reported in Fig. 2b and 2c, respectively. 

Examples of the power conversion efficiency, η%, evaluated as 

the ratio between the average output electrical power, Pe, 

produced by the piezoelectric transducers and the input 

mechanical power, Pm, are reported in Tab. 1. 

 

TAB.1. Examples of the power conversion efficiency. 

ϬAcc (m
2/s4) Pm (W) Pe (W) η% 

59.52 8.29e-4 26.17e-6 3.16 

113.4 1.15e-3 1.28e-4 11.2 

197.3 1.51e-3 2.71e-4 17.88 

 

 
(a) 

 
(b) 

 
(c) 

FIG. 2. (a) The number of (inter-well) switching events, in the observation time of 20 s; (b) and (c) the magnetic force FM, the 

acceleration Apm, the beam’s displacement Dbeam and the two piezoelectric output voltages VP1 and VP2 in case of a input noise 

acceleration with a variance of 23.38 m2/s4 and 170.26 m2/s4, respectively. 
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I. INTRODUCTION 

A periodically driven system has discrete time-translation 

symmetry with the period of the driving. Its quantum dynamics is 

described in terms of the Floquet states. Generally, if the system is 

in a Floquet state, its dynamical variables oscillate with the period 

of the driving. Recently much interest have attracted systems 

where the time symmetry is broken, the “time crystal” effect. 
Nonlinear oscillators provide an ideal platform for studying this 

effect. A familiar example is parametric resonance: when a 

dissipative oscillator is modulated close to twice the 

eigenfrequency, the period of the parametrically excited vibrations 

is twice the modulation period. For a single classical parametric 

oscillator, the breaking of the discrete time-translation symmetry 

has been known already to the ancient Greeks.  

The situation becomes far more delicate and interesting when 

the system is scaled down from the Greek (and modern) swings to 

a nanomechanical resonator or electromagnetic modes in a 

microwave cavity. Those are also nonlinear oscillators, and 

parametric resonance in these systems is well known. However, 

because the systems are small, classical and quantum fluctuations 

play a major role in their dynamics. Understanding this role and 

the possibility of breaking of time-translation symmetry in the 

presence of fluctuations is the goal of the work to be presented. 

  

II.   EFFECT OF QUANTUM 

TUNNELING AND COUPLING  (1) 

The major physical effect of fluctuations in the context of the 

time-symmetry breaking are transitions between the period-two 

(or period-three, see below) states. These transitions happen at 

random but, on the time scale long compared to the reciprocal 

transition rate, the time symmetry is restored. The noise-induced 

symmetry restoration was first observed in the classical regime for 

an electron in a modulated Penning trap and for cold atoms in a 

magneto-optical trap1,2, following the theoretical prediction3.  

In the quantum regime, two causes of transitions between 

period-two states should be considered. One is quantum tunneling 

between the states and the other is dissipation-induced transitions. 

Quantum tunneling can be studied using the Hamiltonian4 of the 

parametric oscillator in the rotating-wave approximation �ሺܳ, ܲሻ, 
where ܳ and ܲ are the scaled coordinate and momentum in the 

rotating frame, [ܳ, ܲ] =   and (is the scaled Planck constant ߣ) ߣ�

 �ሺܳ, ܲሻ = ଵ4 ሺܳଶ + ܲଶ − ሻଶߤ + ଵଶ ሺܲଶ − ܳଶሻ − ଵ4  ଶ            (1)ߤ

 

Function �ሺܳ, ܲሻ is shown in Fig.1. Parameter ߤ is determined by 

the ratio of the detuning of the drive frequency from twice the 

oscillator frequency to the drive amplitude. The minima of 

�ሺܳ, ܲሻ correspond, classically, to the stable period-two states. 

Clearly, there should be tunneling between these minima, and 

generically it is present. However, it was found4 that the tunnel 

splitting oscillates with the parameters of the system and 

periodically goes through zero with the varying frequency of the 

drive, i.e., the states at the bottom of the wells are exactly 

degenerate. Then the system prepared in one of them will stay 

there, a quantum coherent breaking of time translation symmetry.  

Recently the possibility of eliminating tunneling between the 

minima of the Hamiltonian in the rotating frame was also found 

for period tripling5. Interestingly, the quantum problem in this 

case turns out to be far more complicated. The states at the 

minima of the effective Hamiltonian �ሺܳ, ܲሻ are characterized by 

a nontrivial geometric phase. At the forma level, the elimination 

of the tunnel splitting in the both cases is a consequence of the 

oscillations of the wave function in the classically forbidden 

region. 

 

  

Q

g(Q,0)

 
FIG. 1. The effective Hamiltonian of the parametric oscillator 

in the rotating frame (left panel, ߤ = 0.2) and its cross-section 

by the plane ܲ = 0 (right panel).  The minima of �ሺܳ, ܲሻ 
correspond to the stable period-two states of the oscillator, in 

the presence of weak dissipation. Fluctuations lead to 

transitions between the minima and thus restore the discrete 

time-translation symmetry. 

        
FIG. 2. Left panel: The effective Hamiltonian in the rotating 

frame for period tripling; the states at the minima of �ሺܳ, ܲሻ 
are the period-three states, classically. Right panel: the 

positions of the three lowest levels of �ሺܳ, ܲሻ as functions of 

the scaled amplitude of the periodic drive5. Where the levels 

intersect, one can create a coherent quantum period-three state.  
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The coherent multiple-period states survive only for the decay 

time of the oscillator. A critically important feature is that, in 

quantum mechanics, decay is invariably accompanied by noise. 

This is clear already from the very concept of decay as a result of 

transitions between the oscillator levels due to the coupling to a 

thermal reservoir. Since the transitions happen at random, 

relaxation leads to noise. In turn, this noise leads to transitions 

between the multiple-period states. Remarkably, the rate of 

transitions between the broken-symmetry states � is 

exponentially larger than the tunneling rate.  

In the present work it is shown that the rates of dissipation-

induced transitions can be exponentially strongly affected by the 

coupling of different oscillators with each other. This can be 

understood if one thinks of the oscillators as providing a bias to 

each other. Indeed, if the oscillators are coupled and one of them 

is in one of the period-two states, this modifies the Hamiltonian �ሺܳ, ܲሻ of the other oscillator, adding a term, the sign of which 

depends on the sign of the coupling and the state of the oscillator. 

This is sketched in Fig.3. With this bias, it is exponentially less 

likely for an oscillator to switch from a “deeper” well than from a 
more shallow well. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As we will show, the system can be mapped onto a system of  

Ising spins. The coupling will be described analytically along with 

the different regimes that occur in the many-oscillator system. 

Remarkably, in the quantum coherent regime the system of 

coupled oscillators undergoes a quantum phase transition.  

Among the relevant unsolved problems, the most important in 

the context of the present work are the problems of frustration in a 

noisy set of parametrically coupled oscillators, the multiplicity of 

the emerging broken –symmetry states, and the fluctuations that 

accompany the quantum phase transition.  
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FIG.3 A sketch of the effective Hamiltonian of two coupled 

parametric oscillators. Because of the coupling, the symmetry of 

the period-two states of an oscillator is broken if the other 

oscillator is in a certain state. The sketched regime corresponds 

to “ferromagnetic” coupling, where the oscillators are occupying 

the states with the same phase (the same sign of ܳ). 
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I. INTRODUCTION 

Performing meaningful noise measurements on electron devices 

require instrumentation with very low level of background noise 

and strict control of environmental interferences. Especially in the 

case of Low Frequency Noise Measurements (LFNM), with the 

minimum frequency of interest that can be as low as a 100 mHz or 

less and where correlation approaches are not effective because of 

the very long measurement time required for averaging out the 

uncorrelated noise, a strict control of the noise contribution 

coming from each piece of instrumentation is mandatory for 

obtaining sufficient sensitivity in a number of applications. 

Depending on the type of application and on the characteristics of 

the Device Under Test (DUT), it is often the case that the 

instrumentation available on the marked severely limits the 

sensitivity of the measurement chain. In these cases, resorting to 

custom instrumentation becomes mandatory for expanding both 

the frequency range and/or the bias region in which the noise 

produced by the DUT can be reliably measured. While there are a 

number of solutions proposed in the literature for the design of 

voltage or trans-resistance amplifiers with very low background 

noise1-4, this is not the case for the DUT bias systems. Indeed, in 

most cases, low noise voltages or current sources are obtained 

starting from batteries and excess noise free resistors with limited, 

or none at all, provision for programmability and remote control. 

While working with batteries and manually adjusted resistance 

networks is usually the best approach for quickly reaching reliable 

estimates of noise in the characterization of new devices, 

whenever a systematic investigation is required, lacking a fully 

automated measurement system may severely limit its scope. The 

problem, in these situations, is not just the long time and great 

effort that the investigator need to devote to repeatedly adjust and 

check the measurement parameters: there are cases in which the 

characteristics of the DUTs may be subject to drift with time and 

with environmental exposure. In cases such as these, the 

availability of an automated system is a necessity rather than just a 

convenience5.  

Another aspect that need to be addressed and that is often 

overlooked is the lack of flexibility in benchtop Dynamic Signal 

Analyzers (DSA), or even acquisition boards with software that is 

limited to mimicking the operation of benchtop DSA. Selecting 

the correct parameters for spectral estimation in LFNMs is often 

as important as reducing the background noise. Large systematic 

errors can result in the flicker region because of spectral leakage6. 

Reducing the resolution bandwidth reduces systematic errors in 

the low frequency region, but this also may results in excessively 

long measurement time for obtaining sufficient averaging. This 

issue, together with the lack of programmable bias systems, limits 

the possibility of automation and deserve to be addressed in the 

path toward the realization of fully automated noise measurement 

system.  

II. BIAS SOURCES 

In most of the few designs proposed in the literature for 

the realization of low noise bias sources, resorting to 

conventional DA converters is ruled out because of the 

large level of low frequency noise that is characteristic of 

these devices even when they are classified as “low 

noise”7,8. Effectively filtering out the noise at the lowest 

frequency of interest (say 100 mHz) without resorting to 

electrolytic capacitors (that cannot be used in LFNM 

because of micro-discharge events) is quite difficult. In the 

last few years, however, supercapacitors have been 

introduced that couple extremely large capacitance with the 

absence of the problems affecting electrolytic capacitors. 

Examples of programmable low noise voltage sources and 

current sources employing standard solid state DA 

converters and supercapacitors based filters have been 

realized9,10.  While effective in obtaining a very low level of 

noise, these realizations all suffer from a significantly long 

settling time that goes beyond what is strictly required by 

the setting time of the filtering sections. This has to do with 

the peculiar behavior of supercapacitors during charging 

and discharging that is summarized in Fig. 1, where the 

charging current in the circuit in the inset is reported for 

two different voltage steps normalized with respect to the 

ideal current IM at the beginning of the transient (IM=VM/R). 

The dashed line represents the ideal behavior. As it can be 

noticed, the actual charging curve departs from the ideal 
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Fig. 1: current in a supercapacitor during charge 

transients. Large deviations from the ideal behavior are 

apparent that do not scale linearly with voltage. 
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behavior and since curves with different VM do not 

superimpose, the phenomenon is not linear. Understanding 

this behavior and designing systems capable of 

compensating its effects is of great consequence in the path 

toward the realization of bias system with responses fast 

enough not to significant affect the overall measurement 

time in low frequency noise applications.  

III. SPECTRAL ESTIMATION  

In conventional DFT spectral analyzers, resolution 

bandwidth (f), record length (N) and acquisition frequency 

(fS) are linked together by the equation: ∆� = ���     (1) 

Typically, at least in benchtop spectrum analyzers, N is in 

the order of a few thousands, and in setting the analyzer one 

has to make the choice of scarifying bandwidth in order to 

gain in frequency resolution for correctly estimating the 

low frequency portion of the spectrum. However, the 

measurement time for obtaining sufficient averaged spectra 

is inversely proportional to the resolution bandwidth, so 

that one would like to select the maximum f compatible 

with the minimum frequency of interest not to waste 

precious measurement time. All the above problems would 

be ideally solved if one had a large number of spectrum 

analyzers working in parallel, each one of them set at a 

different  f so that each frequency range could be explored 

with the proper resolution and the effect of different f in 

terms of systematic errors and averaging time could be 

constantly monitored. In this way, the measurement could 

be terminated at the proper time and no beforehand 

guessing of the correct setting would be required. This very 

same type of approach was used to demonstrate the 

feasibility of a spectrum analyzer with a quasi-logarithmic 

frequency resolution11. Since then, we developed a software 

library that can be used for easing the development of a 

multiple channel, real time, cross spectrum analyzers with 

quasi logarithmic frequency resolution and provision for 

uninterrupted time domain recording and zoom spectral 

estimation with adjustable resolution bandwidth. An 

example of the results that can be obtained is reported in 

Fig. 2, demonstrating the estimation of the cross spectrum 

between two channels over 6 decades of frequency while 

operating with a record length N=4096. With regard to the 

approach we propose, the main issue appears to be the way 

in which the measurement results (equivalent to those 

produced by a large number of spectral analyzers working 

in parallel), are combined together in order to provide the 

operator with a complete and yet sufficiently clear picture 

of the evolution of the noise estimation process during 

measurements.  
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Fig. 2: Evolution of the spectra estimation with the new approach we propose. Plots are relative to cross correlation 

measurements on a 1 ktest resistor and are all shown in real time while the measurement progresses. Errors due to too large 

values of f  are clearly noticeable in the lower plot. 
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Subdiffusion can occur in media, as gels or porous media, in 
which random walk of particles is significantly hindered by a 
complex structure of a medium. In a one-dimensional system, 
subdiffusion is often characterized by a time evolution of mean 
square displacement of a particle 
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where D denotes a subdiffusion coefficient, α is a subdiffusion 
parameter and Γ denotes the Gamma function. The case of 
α=1 corresponds to normal diffusion. Subdiffusion is usually 
described by the following subdiffusion equation with the 
Riemann-Liouville fractional time derivative1 
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The choice of boundary conditions at the membrane is a 
fundamental problem in the modeling of subdiffusion or normal 
diffusion in biological systems and in engineering science when 
the filtration process is considered. We suppose that the thin 
membrane occupies a region (xN,xN+d), where d is assumed to be 
very small, the particles move independently and do not clog the 
membrane. Using the method presented in the papers2,3 one can 
derive the boundary condtions at a thin membrane. The first 
boundary condition demands the continuity of a subdiffusive flux 
at the membrane and the second one reads 
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where ρ is the probability of stopping a particle by the membrane 
when it attempts to jump through the membrane,  ρ>0, d denotes a 
membrane thickness, P(x,t|ρ) is a probability of finding the 
particle at point x and at time t in a system in which the membrane 
permeability is controlled by the probability ρ. The solutions to 
Eq. (1) with the boundary conditions described above are shown 
in the papers2,3. Since Eq. (2) contains the fractional time 
derivative, a transfer of particles through a thin membrane is a 
"long-memory process", even for the case of normal diffusion4. 

 
In this contribution we consider subdiffusion in a membrane 
system in which the probability of particles passing through the 
membrane fluctuates. Let f(ρ) denotes a distribution of the 
probability ρ and P(x,t) is a solution to Eq. (1) for a system with 
fluctuating membrane permeability. We will show that the flux is 
still continuous at the membrane and the boundary condition Eq. 
(2) should be replaced by the following one 
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L-1 denotes the inverse Laplace transform with respect to the 
variable s.  
 

We will show that fluctuations of the membrane permeability 
parameter change the dynamics of the subdiffusion process. As an 
example, we will consider subdiffusion in a membrane system in 
which fluctuations are described by the beta distribution 
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where u,v are parameters. We will find the exact solutions to Eq. 
(1) in terms of the Laplace transform and their form in the time 
domain in the limit of long time. Then, these solutions will be 
compared with the solutions generated by the boundary condition 
Eq. (2). 
 
As it was shown in the paper5, the occurrence of absorption 
significantly changes the nature of subdiffusion. As unsolved 
problem that can be widely used in the description of subdiffusion 
in biological systems we mention here the problem of including 
fluctuations of subdiffusion and absorption parameters, together 
with fluctuations of the membrane parameter, into a subdiffusion-
absorption model.  
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I. INTRODUCTION 

Electromigration (EM) is a mass transport caused by the 
momentum exchange between the electrons accelerated by an 
electric field and the metal ions in a conductor. EM is accelerated 
at high temperatures and high current densities and is a major 
concern for the reliability of microelectronics interconnects. The 
continuous downscaling of the interconnect line widths further 
deteriorates the reliability and at the same time leads to an 
increase in line resistance. At line widths below 10 nm, the EM 
performances of Cu based lines will become insufficient and the 
line resistance unacceptably large1,2. Therefore new materials are 
being investigated as potential candidates to replace Cu in future 
generations of interconnection systems. Low Frequency Noise 
Measurements (LFNM) have been long recognized as a very 
sensitive tool for the characterization of EM in metal lines3,4. 
Because of the high sensitivity of LFNM, important information 
on the EM process can be obtained at much less accelerated stress 
conditions and in a fraction of the time with respect to 
conventional MTF (Median Time to Failure) tests. Recently, it has 
been observed that the temperature dependence of the low 
frequency noise can be used to directly extract information about 
the activation energy of the EM process5.Such a test method is 
beneficial to both the semiconductor industry and fundamental 
EM research. While performing a single LFNM at a given 
temperature and at a given bias condition does require a few tens 
of minutes, repeating such measurements for a large number of 
closely spaced temperatures without sufficient automation can be 
extremely challenging. In this work we report on the progresses 
toward the goal of designing a fully automated system.  

II. PROPOSED SYSTEM  

Obtaining high sensitivity in LFNM requires that: i) 
instrumentation with very low background noise be employed; ii) 
interferences coupling with the measurement chain be properly 
shielded. Test samples for EM testing have resistances in the order 
of 10 kwith a maximum test current in the order of 1 mA and 
minimum test currents limited by the sensitivity of the 
measurement chain1,2. Test temperatures should extend up to 
300 OC (note that commercially available systems have a 
maximum operating temperature up to 200 oC). A schematic 
representation of the test set-up is reported in Fig. (1). Since we 
are interested in the investigation of the 1/f noise produced by the 
sample, whose level decreases when the test current decreases, we 
need instrumentation with excellent flicker noise performances. 
To ensure the lowest level of background noise we can employ 
battery supplied custom instrumentation for both the amplifier and 
the current source in the setup in Fig. 16,7. Batteries with a 
capacity of 10 Ah are typically sufficient to ensure continuous 
operation for several hours, so that these pieces of instrumentation 

can be easily accommodated, together with the batteries, within 
the very same shielded environment (typically a metallic box) 
containing the sample, thus insuring rejection of external 
electromagnetic interferences. Designing a battery supplied oven 
capable of unattended operation for several hours, as it would be 
required in an automated system capable of scanning several 
temperature set points with sufficient resolution, is, however, 
impractical because of the huge size of the required batteries that 
would not fit within any reasonably sized shielding box.  

The problem to be addressed, therefore, was that of providing 
power to the heater of the sample holder from outside the shielded 
box while maintaining a high degree of electromagnetic insulation 
in order not to degrade the performances of the measurement 
system. The approach we followed is represented in Fig. (2). The 
sample holder is made of two cylindrical sections (top and bottom 
in Fig. (2)). The top section is a solid cinder of aluminum 
(diameter 10 cm) with a hole in the bottom so that a PT100 sensor 
can be placed in close proximity to the top surface that is in 
thermal contact with the sample. An empty volume is present in 
the bottom section so that a heater can be accommodated (in close 
contact with the top section. The bottom section has a lateral hole 
into which a brass pipe is screwed-in that allows for the electrical 

Aluminum box

thermal insulation

Aluminum (top)

Aluminum (bottom)

DUT

PT100

heater

brass
pipe bias

and
amplifier

 

FIG. 2. Structure of the temperature controlled low noise 
measurement chamber. The heater and sensor cable never cross 
the metallic EM insulation barrier. 

I

DUT

oven

LN
amplifier

Electrically sealed metallic box

 

FIG. 1. Simplified diagram of the measurement set-up 
employed for the characterization of EM by means of LFNM. 
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cables (heater and PT100) to be brought outside the shielded box 
for connection to standard, power line operated instrumentation. 
As it is apparent from Fig. (2), these cables never cross the 
shielding surface. In fact, the surface of the void space inside the 
holder topologically belongs to the outside surface of the shielding 
box. Clearly, the brass pipe in contact with the sample holder and 
the shielded box represents a path through which heat is dispersed, 
thus increasing the power requirements for maintaining the sample 
holder at the highest temperature. This, however, is not a major 
concern since, with the approach we propose, a standard 
programmable power supply can now be used without significant 
degradation of the background noise. To demonstrate the 
effectiveness of the approach we propose, we report on the result 
of noise measurements on one unbiased 10 k resistor as a DUT 
with the oven maintained at 120 oC.In a first case (plot A in Fig. 
(3)) the top and the bottom sections were maintained 1 cm apart 
from one another. As it is apparent, no sensible noise estimation 

result could be obtained in this configuration because of the high 
level of interferences. However, when complete shielding is 
obtained by putting in strict contact the top and the bottom 
sections of the sample holder, interferences from the external 
power supply are dramatically reduced so that noise 
measurements with high sensitivity become possible (curve B in 
Fig. 3; the dotted line is the expected thermal noise of a 10 k 
resistor at 120 oC).Measurements on actual samples (37 nm wide 
tungsten interconnects) during EM tests have been performed 
using and automated system based on the approach we have 
described. Measurements on 22 temperature set-points (ranging 
from 30oC up to 300 oC) can be performed in less than 30 hours 
with the system unattended, with sufficient averaging on each 
spectrum to insure reliable estimate of the frequency noise down 
to the hundreds of mHz range (Fig. (4)). 

III. OPEN ISSUES 

 
While the system in the present configuration represents a 

significant improvement with respect to more conventional 
approaches, the fact that we can employ sophisticated control 
strategies for the temperature control (control system is based on 
external computerized system) may allow us to go one step 
further, namely to perform continuous noise measurements while 
the test temperature is made to change linearly with time. This 
would allow to make the most profitable use of the measurement 
time and come closer to the ideal situation of recording the low 
frequency noise behavior for continuous temperature values. If the 
temperature change rate is sufficiently small, this approach has to 
work. The problem is that, in order to shorten the overall 
measurement time, one must establish the maximum temperature 
change rate that can be used. Apart from the problems arising 
from the fluctuation in the recorded voltage due to thermal stress 
relaxation that should be recognized and discarded as not directly 
related to EM noise, there are the following issues that need to be 
addressed: 
 Deterministic temperature changes in a constant current 

biased resistor results in a deterministic voltage change 
across its ends because of the temperature dependence of 
the resistance; the effect of this deterministic on the low 
frequency spectra estimation process is not obvious and 
should be accounted for; 

 the problem of the effect of the changing temperature on 
the flicker noise estimation process need to be addressed. 

 
Particularly the last listed problem appears to be the most 
challenging one since, to the best of our knowledge, this is not an 
issue being dealt with in the literature. 
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FIG. 3. Test measurements on an unbiased 10 k resistor at 
120 oC when the top and bottom sections in Fig. (2) are 1 cm 
apart (A) and when the gap is closed (b). The dotted line is the 
expected thermal noise of the resistor at 120 oC. 
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testing alternative interconnect metals; test current was 100 A. 
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Scientific research can be considered as an 

information channel, where the incoming message is 

the science to be discovered. Information theory and 

the Shannon formula makes it clear that, if the 

message can be predicted then its surprise factor, that 

is, its information content (entropy) is reduced or 

nullified
1
.  

 

The maximum of the amount of new information is 

at the situation where the probabilities are uniformly 

distributed. Therefore, any deterministic bias reduces 

the information entropy of the message to be decoded. 

 

Political Correctness in science means that a 

deterministic bias by pre-set goals, buzzwords, 

sensationalism, hype and biased reward mechanism 

influence the scope of research and its achievements.  

 

The biased randomness in Shannon's formula is the 

result implying strongly reduced new information that 

the particular research can deliver. In other words, the 

type of research and achievements that are rewarded 

under the politically correct bias that impact funding, 

hiring and promotion, have lower surprise factor and 

diminished information content, originality and 

validity. 

 

There is a long list of unsolved problems about this 

question, for example: 

 

1. How strong is the bias at simple 1-bit (yes/no) 

questions and what is the implied reduction of 

information content? 

 

2. How to generalize question for more complex 

multi-bit situations? 

 

3. The scientific system is dynamic: it involves not 

only research but its funding, acceptance of papers 

submitted for publication, and the hiring/firing of 

scientists. How do dynamically these phenomena are 

coupled? 

 

4. How do the above system-dynamics under 

politically correct bias reduce the information content 

of new research?  

 

5. Particularly, how about originality, validity and 

importance of new research in the above system-

dynamics ? 

 

6. Obviously, anti-political-correctness bias also 

reduces the scientific information because that is also 

a deterministic bias. What is the response to questions 

1-5 in this case? 

 

7. What happens in a mixed system where both 

political correctness and anti-political-correctness are 

present in a polarized fashion? 
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I. INTRODUCTION 
Many stochastic processes occurring in population dynamics, 

neurodynamics and ecology exhibit instantaneous discrete jumps 
and therefore can not be provided by excitation in the form of 
white Gaussian noise. They must be modeled differently in terms 
of delta-pulse noise which characteristics are determined by the 
statistics of pulse amplitudes and intervals between stimuli. The 
nonlinear dynamical systems perturbed by Poisson white noise 
can be analyzed in the framework of Markovian theory on the 
basis of integro-differential Kolmogorov-Feller equation. The 
analytical treatment of such nonlinear dynamical systems poses 
more difficulties compared to those driven by white Gaussian 
noise. As a result, the exact expressions for the stationary 
probability characteristics of these systems have been obtained 
only for very limited cases, in particular, when the amplitudes of 
pulses have one-sided exponential probability distribution1. 

 

II. NONLINEAR DYNAMICAL 
SYSTEM WITH POISSON WHITE 

NOISE 
In this report we consider a nonlinear dynamical system described 
by the following Langevin equation 

 )()()( txgxfx   (1) 
with the multiplicative Poisson white noise 
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where the moments of pulse appearance tk form a Poisson flow of 
events with the mean rate ν and amplitudes ak are statistically 
independent and identically distributed with the probability 
density function Wa(z). The random process x(t) in Eq.(1) is 
Markovian and its probability distribution is governed by the 
following integro-differential Kolmogorov-Feller equation 
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which represents a particular case of general Kolmogorov 
equation obtained in the paper2 for an arbitrary white non-
Gaussian excitation ξ(t). Using the technique of inverse 
differential operator3,4 in the case of one-sided probability 
distribution of pulse amplitudes Wa(z)=e-z (z>0) (pulses of 
positive polarity in Eq.(2)) we obtain from Eq.(3) the following 
exact result for the stationary probabikity density function 
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In more interesting, from physical point of view, situation of two-
sided exponential probability distribution of pulse amplitudes 
Wa(z)=e-|z|/2 we arrive from Eq.(3) at the following second-
order differential equation 
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which solution can not be found in quadratures as Eq.(4). 
Further we apply the results obtained to two concrete nonlinear 

systems. Specifically, we examine well-known Verhulst equation 
for the density of isolated population x(t) with fluctuating 
saturation parameter 

 2)]([ xtrxx    (6) 
which is Poisson white noise having pulses of positive polarity 
with one-sided exponential distribution of amplitudes. Equation 
(6) can adequately describe the effect of pandemics, natural 
disasters and other negative phenomena, leading to a significant 
reduction in the population size within a short time period. 
Substituting in Eq.(4), in accordance with Eqs.(1) and (6), f(x) = 
rx-β x2 and g(x) = −x2, we arrive at 
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The stationary probability distribution of the population density 
corresponding to Eq.(7) for different values of the rate of pulse 
appearance is depicted in Fig. (1). In the case of rare pulses ν/r<1 
we observe the integrable divergence in the stable point x=r/β. 
When the rate of pulse appearance increases the divergence 
disappears and mostly probable value of the population density 
shifts to the left. 

 
 
FIG. 1. The stationary probability distribution of the population 

density versus the rate of pulse appearance ν for fixed values of 
other parameters: λ=1, β=1, r=1. 
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Then we consider the stochastic Hongler equation 

 
x
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   (8) 

which is a good approximation for the model of genetic selection 
because it retains some features of the latter5. In the case of 
multiplicative Poisson white noise having bipolar exponentially 
distributed amplitudes of delta-pulses it is very difficult to find the 
stationary probability density function directly from Eq.(5). 
Because of this, we reduce Eq.(8) to linear by changing the 
variable y=sinh x. As a result, after very complex calculations we 
get 
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where Kα(z) is McDonald function and =/(2). The plots of the 
stationary probability distribution are shown in Fig. (2). As can be 
seen from Fig. (2), we find noise-induced transitions in the 
behavior of the steady-state probability distribution when 
changing the noise parameter such as the mean rate of pulse 
appearance. 
 

 
 

FIG. 2. The plots of stationary probability distribution for 
different values of the parameter μ and fixed value of β=1. 
 

Unsolved problems are following: 
How can we find the solution of Eq.(5) for the steady-state 

probability distribution in other situations? 
How can we apply our results to more complex nonlinear 

dynamical systems then (1) driven by Poisson white noise? 
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I. INTRODUCTION 
Among the unsolved problems of the XX century and the 

beginning of XXI century particular place possesses the problem 
of flicker noise (FN): Despite more than 80-year history of 
studying this noise, there is still no generally accepted hypothesis 
of its source (or sources), and therefore there are no generally 
accepted ways of FN reducing. Numerous experimental and 
theoretical studies of FN only revealed its versatile nature: known 
experimental results are often in contradiction or remain open to 
interpretation. This drew FN out of the range of narrowly applied, 
engineering matters, and made it significant problem of general 
physics.  

An obstacle for creation of the theoretical model of FN is a 
number of unsolved yet contradictions between theoretical 
concepts of FN and experimental results. Namely: 1) contradiction 
between the theoretical model of singular source of FN and the 
experimental results of FN research, which is that the difference 
between the energy spectrum of noise at low frequencies in two 
identical samples is, as a rule, greater than the measurement error, 
which suggests the different sources of FN; 2) the contradiction 
between the theoretical models of FN (�(�)~	1 ��⁄ , where S(f) - 
is spectral power density (SPD) of fluctuations (noise), f - is 
frequency), in which the degree of power 
 is clearly defined 
(
=1 or 
=2) and the experimental results showing variance of 
 
values (
 =0.8÷1.2); 3) theoretical models, that well enough 
describe experimental results in the study of FM in electrical 
systems, do not explain presence of FM in biological, geological 
and other systems and vice versa. Therefore, the creation of an 
adequate model of FN, which would be confirmed by 
experimental results and would be able to explain the mechanisms 
of FN formation, is an important scientific and applied problem. It 
enables selection of electronics components with knowingly low 
level of own noise in low frequency range, and, as a consequence 
- to increase sensitivity of measuring equipment at low 
frequencies, which is important in medical, biological, 
geophysical and other research. 

Among the various hypotheses of FN formation of a 
particular interest is the hypothesis of FN formation in the systems 
in a nonequilibrium thermodynamic state. This hypothesis lies in 
the base of the FN model, developed by the author, and verified 
using computer simulation. This was done assuming the 
following: 1) all real systems are in a nonequilibrium state; 2) the 
nonequilibrium state is a particular case of the equilibrium state, 
since if there are no external influences on the system (system is 
isolated), after some time it gets into the equilibrium state. 

 

II. CONDUCTED RESEARCHES 
 
Let us introduce the designation РB for the fluctuations 

probability of parameters values of a system in an equilibrium 
state, and РNB for the probability of fluctuations of a system in a 
nonequilibrium state. Accordingly, the designation of fluctuations 
SPD in an equilibrium system is SB(f), and the fluctuations SPD in 
a nonequilibrium system is SNB(f).  

The connection between SB(f) and SNB(f)for an isolated 
system, which during certain time passes from nonequilibrium 
state to equilibrium, can be written as: 

 
 �� ∙ ��(�) = 	��� ∙ ���(�). (1) 

 
Expression for PNB from1: 
 

 ��� = 1 − ���∙�. (2) 
 

Formula (2) is an expression for the fluctuations probability 
of a nonequilibrium system, where f – is the fluctuations 
frequency; τ – is system relaxation time. 

As it is known from thermodynamics, the probability of 
fluctuations appearance in an isolated system in the state of 
thermodynamic equilibrium PB = 1, and SPD of the equilibrium 
system is constant SB(f)=S0=const in the entire frequency range, 
starting from f→0 up to ultrahigh frequencies (f→∞), where 
quantum effects appear 2. 

From (1) and (2): 
 

 ���(�) = ��∙���∙��� ∙ ��(�). (3) 
 
Formula (3) is an expression for the fluctuations SPD in a 

nonequilibrium system. 
From (3) at τ→∞ (system is in equilibrium state) 

SNB(f)=SB(f) = S0= const. At τ < ∞ and f→0 formula (3) takes the 
form:  

 
 ���(�) = ��∙���∙��� ∙ ��(�) ≈ ��(�) + �� ∙ ��(�)� = �� + �� ∙ ��� . (4) 

 
Formula (4) for SNB(f) contains two components, one of 

which corresponds to equilibrium fluctuations SB(f) = S0, and the 
other corresponds to fluctuations of 1/f type (flicker noise), which 
is consistent with known experimental results. 

By the experimentally determined fluctuations spectrum, 
one can determine the system relaxation time: from (3) at �� = ��   ���(��) ≈ 1,58 ∙ ��, where the value of S0 corresponds to SNB(f) in 
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the range of middle frequencies. Here the relaxation time is " = ��� 
. Analysis of the results of computer modeling shows that the 
relaxation time τ depends on the characteristics of internal 
structure of the system3. Therefore, FN can be considered not only 
as interference, but also as an informative signal that contains 
information about the features of internal structure of the system.  

Analysis of formulae (3) and (4) allows us to solve the 
above mentioned contradictions between theoretical concepts of 
FN and experimental results: 1) by the dependence of τ on the 
internal structure of the system can be explained the difference 
between the noises energy spectra at low frequencies in two 
identical samples, since two samples with identical internal 
structures practically do not exist (or are very rare); 2) from 
formula (3) it is evident that the dependence of the SPD of FN is 
exponential and not ~	1 ��⁄ ; 3) formula (3) describes 
fluctuations SPD in any real (non-equilibrium) system, regardless 
of its nature. 

Hence, flicker noise (or 1/f type noise) is not a peculiar 
noise specified by the particularity of processes occurring in the 
system (slow relaxation processes, superposition of random 
processes, abnormal Brownian motion, etc.), but it is of the same 

nature as thermal noise. Increase of spectral components at f → 0 
indicates that the system is in a nonequilibrium state and the 
flicker component of noise occurs due to chaotic motion of the 
particles from which the system consists (for instance, electrons, 
ions, etc.) and their interaction with the elements of the system 
structure (including defects of structure). If the system is in the 
equilibrium state (theoretical case), the flicker noise component 
does not appear, and the system has only equilibrium fluctuations.  

 

III. REFERENCES 
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3  Z. A. Kolodiy, Detection of changesin the structure of a system 
according to changes of its flicker noise, Ukr. J. Phys., v. 53 (7), 
p.718-722, (2008) (in Ukrainian). 
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FIG. 1. Diffusion anomalies of an inertial Brownian particle
moving in a periodic potential and driven by a unbiased time-
periodic force.

We reveal the mechanism of subdiffusion which
emerges in a straightforward, one dimensional classical
nonequilibrium dynamics of a Brownian ratchet driven
by both a time-periodic force and Gaussian white noise.
In a tailored parameter set for which the deterministic
counterpart is in a non-chaotic regime, subdiffusion is a
long-living transient whose lifetime can be many, many
orders of magnitude larger than characteristic time scales
of the setup thus being amenable to experimental obser-
vations. As a reason for this subdiffusive behaviour in the
coordinate space we identify thermal noise induced dy-

namical localization in the velocity (momentum) space1.
This novel idea is distinct from existing knowledge and
has never been reported for any classical or quantum sys-
tems. It suggests reconsideration of generally accepted
opinion that subdiffusion is due to road distributions or

strong correlations which reflect disorder, trapping, vis-
coelasticity of the medium or geometrical constraints.

The results provide essentially new insight into pro-
cesses governing transport in complex systems especially
of biological origin. Notably, they may explain certain as-
pects of strange kinetics occurring in living cells, with a
particular emphasis on subdiffusive motion of molecular
motors which are responsible for the intracellular trans-
port. While we illuminate this phenomenon in the case of
the driven Brownian particle moving in the asymmetric
(ratchet) potential, in principle there are no restrictions
for this universal mechanism to be likely observed also
for other nonequilibrium setups: driven or non-driven
but tilted symmetric periodic systems in strong disspa-
tion regime or in overdamped limit. The latter is es-
pecially true due to the fact that in the deterministic
limit our setup is in a non-chaotic regime. Therefore
complex chaotic dynamics which is characteristic in one
dimension for driven inertial systems is not needed for
this mechanism to occur. Moreover, due to simplicity
and universality of the system with its physical clarity
as well as appealing strength of Brownian motion with
its intrinsic Gaussian noise propagator our findings can
open a wide area of studies and may be corroborated ex-
perimentally with a wealth of physical systems. One of
the most promising setups for this purpose are optical
lattices2 and asymmetric SQUID devices3,4.

Yet, a number of open questions of studied system
still remain to be answered. Prominent examples of such
problems may include the following: What is the mecha-
nism responsible for transition from subdiffusion via ther-
mal noise induced dynamical localization to normal dif-
fusion? What are statistics of thermal fluctuations acti-
vated transitions between the observed three states? In
particular, can they be of Levy type?..

1 J. Spiechowicz and J.  Luczka, Nat. Sci. Rep. 7, 16451
(2017).

2 F. Kindermann et al., Nat. Phys. 13, 137 (2017).
3 J. Spiechowicz, P. Hänggi and J.  Luczka, Phys. Rev. B 90,

054520 (2014).
4 J. Spiechowicz and J.  Luczka, New J. Phys. 17, 023054

(2015).
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I. INTRODUCTION 

Colloidal systems can undergo a variety of transitions such as 

cluster formation, phase separation, vitrification etc. These 

phenomena can be simulated e.g. via the molecular dynamic 

methods, but, in many cases, this is computationally challenging. 

If we want to model the genuinely complex colloids, with multiple 

spatial and temporal scales of self-organization (such as e.g. 

cytoplasm in living cells), a higher-level molecular dynamics is 

necessary. One needs the effective Langevin equations that can 

embed various transitions in the properties of noise and friction 

itself. In this presentation I will describe how such formalism can 

be build basing on the Spatially Correlated Noise (SCN). 

II. SCN AND SELF-ASSEMBLY 

The following dynamics will be discussed: ∑ Γ(� − �) ��̇j = ∑ �(� − �) + �ሺ�ሻ < �ሺ�ሻ�ሺ�ሻ > ∝ �ሺ� − �ሻ 

where � is the position of i-th particle and �ሺ�ሻ is the inter-

particle deterministic force. �ሺ�ሻ is Gaussian SCN, satisfying the 

correlation function �ሺ�ሻ. Γሺ�ሻ is the spatially-dependent friction 

coefficient, which, as I will justify, is required by SCN, so the 

system is thermodynamically consistent, i.e. it obeys the 

Boltzmann distribution in equilibrium. The entire approach draws 

much inspiration from the theory of Generalized Langevin 

Equations (GLE). However, while GLEs utilize temporal 

correlations in noise and are well known to describe e.g. the 

anomalous diffusion, the effects of SCN are incomparably less 

understood and there are few systematic studies on this problem.  

  Up to now it was shown that SCN can be related to the effective 

interactions1, i.e. the entropic interactions that occur in the 

averaged-out description of multi-component mixtures, which 

very often control the self-assembly2. SCN arises as a dynamical 

counterpart of these effects1,3. Another advancement is the 

establishing of the fluctuation-dissipation relation for SCN. In the 

two particle case it predicts the intriguing separation effects in the 

properties of friction. This result describe the non-equilibrium 

like-charge attraction in the systems of surface-charged spheres in 

the solution of counter-ions1. This approach has been recently 

extended to the multi-particle case3,4. In this situation, the 

fluctuation-dissipation relation predicts the molecular arrest  and 

critical slow-down in disordered systems, controlled by the 

density/temperature and the noise correlation function. These 

effects share a general similarity to the glass transition4. I will 

discuss all these examples and show that the formalism of SCN 

allows a significant number of exact, analytical results for 

arbitrary types of interactions. 

III. OPEN PROBLEMS 

 While all these effects indicate a strong relation between SCN 

and self-assembly, there are two major problems that remain open. 

One is the inclusion of a more complex temporal dynamics, i.e. 

merging the SCN approach with GLEs. The other problem is how 

to include the non-equilibrium effects in this formalism. The latter 

is of particular interest, since the knowledge of the proper 

probability distribution is important in deriving the fluctuation-

dissipation relation for SCN. Certain early developments on these 

two issues will be presented, such as rewriting the system 

equations as multiple Ornstein-Uhlenbeck processes. 
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Recently, it was shown on a simple model
1,2

 that noise-induced 

coherence can lead to an enhanced output power of heat engines. 

We study two models of quantum absorption refrigerators with the 

main focus on discerning the role of noise-induced coherence on 

their thermodynamic performance.  

Analogously to the previous studies on quantum heat engines
1,2

 

we find the increase in the cooling power due to the mechanism of 

noise-induced coherence. We formulate conditions imposed on the 

microscopic parameters of the models under which they can be 

equivalently described by classical stochastic processes and 

compare the performance of the two classes of fridges (effectively 

classical vs. truly quantum).  

We find out that the enhanced performance is observed already for 

the effectively classical systems with no qualitative change in the 

quantum cases, which suggests that the noise-induced-coherence 

enhancement mechanism is caused by static interference 

phenomena. Nevertheless, there is a puzzling aspect remaining in 

the observation that a particular enhancement obtained for a 

specific set of classical parameters (all other classical setups 

perform considerably worse) is reached by virtually any truly 

quantum setup in the limit of maximum coherence. We thus arrive 

at an unconventional and not understood conclusion: the very best 

performance, which is achieved by a singular classical setup, can 

be matched, but not surpassed by a generic quantum system.            
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I. INTRODUCTION 

Dental treatment has many opportunities to give patients pain, 

and it is known that patients visit the dental with a sense of 

uneasiness, fear, and tension. Also, along with pain, you may be 

nervous about the environment of dental clinics such as sounds and 

smells. In such a case, using anesthesia or talking to patient is an 

effective way to decrease the stress. However, it is difficult for the 

dentist to identify the state of stress of the patient. Therefore, if the 

state of stress is objectively evaluated and the dentist can identify 

the patient’s condition, there is a possibility to have the progress of 

smooth treatment according to the condition of the patient. 

It has been evaluated in various methods in the measurement and 

evaluation research of the state of stress in the past, such as 

subjective evaluation, saliva test, blood test, measurement of brain 

wave, heart rate, blood pressure, sweating, nasal skin temperature, 

and sway of center of gravity of body1. In subjective evaluation, 

saliva test, blood test, it takes time to evaluate, and in the 

measurement of brain waves, heart rate, blood pressure, 

perspiration, nasal skin temperature, restraint of sensor attachment 

occurs. On that point, measurement of the sway of center of gravity 

of body is a very useful method because it takes less time to 

evaluate and there is no restraint such as sensor attachment. 

Previous studies on sway of center of gravity of body have shown 

relevance to visual stimulation, sound stimulation and physical / 

mental burden2. However, there are stimuli and burden which 

cannot be found in other environments at dental clinic, and there 

are few reports on the relationship between these and the sway of 

center of gravity of body. In addition, in the supine position, body 

motion measurement using a body pressure sensor is common, and 

there is no example of measuring the sway of center of gravity of 

body in a situation where the patient is under treatment in a supine 

position in the dental unit. Furthermore, there is a merit that we can 

evaluate without consciousness of the patient if measurement is 

carried out by installing a sensor under a cushion or the like without 

touching the body. 

Therefore, in this study, we assume a situation where a patient is 

under treatment in a supine position in a dental unit and examine 

whether it can simply evaluate the mental and physical burden of a 

patient from the center of gravity sway meter installed under the 

cushion. 

 

II. EXPERIMENT 

In this research, a center of gravity sway meter installed under a 

cushion was used. The center of gravity sway meter used is a Wii 

Balance Board (sampling frequency 100 Hz), and it can be handled 

as a cordless measuring instrument by connecting with PC with 

Bluetooth. The installation position was set at two parts of the back 

and buttock which are considered to move during treatment, and the 

experiment was conducted with the unit always horizontal. FIG. 1 

shows the dental unit used in the experiment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 1 Dental unit and experiment equipment 

 

    In this research, two kinds of experiments were conducted. 
First, in Experiment 1, three subjects were used, and each subject 

was measured for 5 minutes by two kinds of methods. 

Experiment 1-A Measure in a rest state. 

Experiment 1-B The first, third, and fifth minutes are measured 

in a rest state. Also in the second and fourth minutes as a 

mental burden, measure with the sound of the mouth 

washing machine on the mouth. 

After the experiment, the x-y coordinates of the center of gravity 

of body at each sampling time was recorded, and each index was 

calculated. The outside peripheral area and the locus length per 

second were calculated every minute, and data was compared 

between experiment 1-A and experiment 1-B. 

In Experiment 2, plaque removal was performed on two subjects 

as actual treatment. The treatment time was set to 5 minutes, and 

the rest time was set as 1 minute before and after. In addition, 

subjects held a mouse on the right hand of them, and asked to click 

when they felt pain. The indicators are the outside peripheral area, 

the locus length, and the number of clicks, each of which is 

calculated every 5 seconds for every 1 second. 

Each experiment was carried out at the actual dental clinic in 

cooperation with a dentist. 

 

III. RESULT AND DISCUSSION 

 As an example of the result of Experiment 1, the result of Subject 

A is shown in FIG. 2. In Fig. 2, focusing on the second minute, both 

the locus length and the outside peripheral area are larger in 

Experiment 1-B. On the other hand, focusing on the fourth minute, 

there was hardly any difference in the locus length, and in the 

outside peripheral area, there was no big difference as compared 

with the second minute. Because he got accustomed to sound 

stimulus, it may not have been recognized as a mental burden. 

    Comparing the position of installation of the center of gravity 

sway meter, it was confirmed that each subject showed a big  
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FIG. 2. The locus length per second and the outside peripheral 

area of subject A 

 

difference in the lower the back than the buttocks. Therefore, it 

was shown that there is a possibility that the mental burden can be 

more easily evaluated the back. Also, for each subject, there was a 

big difference in the outside peripheral area than the locus length 

in both the second and fourth minutes. Therefore, it was suggested 

that the evaluation of the outside peripheral area may be easier to 

evaluate the mental burden. 
Next is the result and discussion of Experiment 2. Like 

Experiment 1, the variation of the outside peripheral area was larger 

than the locus length. As an example of the outside peripheral area 

and the number of clicks of pain, the result of subject D is shown in 

FIG. 3. The black dotted line in FIG. 3 indicates the start and end 

of dental treatment. 

As in the results of Experiment 1, subject D and E showed a large 

change in outside peripheral area in the back from the buttocks. 
Therefore, it was shown that mental and physical burden can be 

evaluated by measuring only the back even under dental treatment. 
In addition, the outside peripheral area has moved greatly 

after the finish of treatment, indicating the possibility that the 

center of gravity may move even when released from mental 

and physical burden. 
Focusing on each subject, from FIG. 3, the subject D showed a 

larger outside peripheral area during dental treatment than at rest. 
Changes in the number of clicks and in the outside peripheral area 

almost agree with each other, so it is suggestion the possibility of 

measuring the mental and physical burden from the outside 

peripheral area. Therefore, change in the center of gravity of body 

is reduced due to power being applied to strong continuous pain, it 

is thought that change in center of gravity of body became large as 

a result of release from pain as well as after finish of treatment. 

In this experiment, except for subject E, which did not feel pain 

almost, carried out two additional experiments on Subject D. There 

was no physical burden in Experiment 1, but Experiment 2 is an 

experiment accompanied by a physical burden. For comparison 

between mental burden alone and mental and physical burden, the 

average of the outside peripheral area when the number of clicks is 

0 and the number of clicks is 1 or more is compared with that at rest 

and is shown in Table 1. Even when each subject did not feel pain, 

the outside peripheral area moved, and it was shown that the outside 

peripheral area moves further more with pain. In order to evaluate 

the mental and physical burden, it is considered that contrivance 

such as combining with not only the outside peripheral area but also 

other indicators is necessary. 

    Therefore, in order to examine the movement of the subject in 

detail this time, the x coordinate of the back of the subject D and 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 3. The outside peripheral area and the number of clicks of the 

subject D 

 

Table. 1. Increase rate of outside peripheral area of each  

subject before treatment (%) 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 4. The x coordinate of the back of subject D  

and the number of clicks 

 

the number of clicks are shown in FIG. 4. From FIG. 4, it can be 

seen that the center of gravity of body moves in the head direction 

before the number of clicks increases, and moves in the foot 

direction when the number of clicks exceeds the peak. This shows 

that the center of gravity of body is moving before feeling pain, so 

it is suggestion that there is a possibility of measuring the mental 

burden of the patient. 

 

IV. CONCLUSION 

It was found that the outside peripheral area of the supine 

position is easy to move with the back large under dental treatment 

and the outside peripheral area is more easily changed. In addition, 

it was suggested that the mental and physical burden of the patient 

could be measured under dental treatment. The future task is  to 

increase the number of subjects and to consider how to evaluate 

mental and  physical burden.

 
1 Yoshihide Tanaka and Shinichi Wakita, Stress and fatigue 

biomarkers, Journal of Pharmacological Sciences, 137.4: 

185-188,2011(in Japanese) 

2 Shin Murata and Akira Tsuda, Stress and fatigue biomarkers, 

Journal of Physical Therapy Science, 20.3: 213-217, 2005(in 

Japanese) 

 D 1st D 2nd D 3rd E 

Click 0 times 142.4 133.9 199.9 106.8 

Click one 

or more times 
222.4 217.2 267.3 109.7 
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I. INTRODUCTION 

The problem of fast diagnostics is a matter commonly present in 

medicine. An important aspect of the treatment process is smooth 

and clear identification of possible diseases. Early detection 

of the disease gives an opportunity to take therapy immediately 

and thus – effectively. As a result, the cure may minimize 

the effects of the disease. The desire to extend and improve 

the quality of life is one of the main factors of the progressive 

development of medical diagnostics. One of the key information 

about the patient’s health is blood which is the basic diagnostic 

test. Its analysis is needed in the majority of disease cases. Some 

health problems are detected unambiguously just by analyzing 

blood. Examples of such diseases can be all kinds of anemia 

resulting in a deficiency or deformation of the red blood cells 

(RBCs) - erythrocytes.  

Major structural RBCs changes are the result of erythrocytes 

membrane fluctuations which may be important in the diagnostic 

process. The vibrations of the cell membrane should be related to 

the disease process resulting in disintegration or change the shape 

of the erythrocyte. Some research confirms that vibrations of red 

blood cells are associated with the metabolic activity controlled by 

changing the concentration of adenosine-5'-triphosphate (ATP). 

The nucleotide takes part in important metabolic processes and 

controls biochemical energy1. The ATP concentration can be 

related with the provided and absorbed magnesium ions. 

The decrease in magnesium is called hypomagnesemia. 

The disease is usually considered as the main factor of depression, 

especially in cases refractory to standard treatment. 

The complex membrane fluctuations of erythrocytes analysis 

exacts advanced three dimensions visualization system. As the 

RBCs do not have organelles and nuclei they can be considered 

optically homogenous and transparent objects. Consequently, they 

modify only the phase of the light propagating through from them, 

little affecting intensity and polarization of the light. From the 

microscopy point of view, RBCs can be regarded as phase objects. 

Specialized techniques, such as quantitative phase imaging (QPI) 

are needed to obtain quantitative information on RBCs. Systems 

described in literature can provide quantitative information about 

the structure and size of RBC. The proposed systems use a phase 

contrast (PC) microscopy technique where the light propagating 

through the specimen (i.e. an RBC) interferes with a reference 

beam, forming a fringe field in which the phase is encoded into 

intensity. Quantitative information about the shape and size of the 

investigated RBCs can be obtained by processing the fringe 

pattern using tools routinely employed in the field of optical 

interferometry. Following, this information can be analyzed in the 

time domain.  

The authors carried out the research in a measurement system 

which enables the image registration. The investigation system 

should provide good dimensional resolution in order of tens of 

nanometers. Such systems are best implemented based on 

microscope. So that the special measurement system for phase 

objects fluctuations observation was proposed and described by 

authors in articles2, 3. The constructed system consists of a laser 

beam (λ = 532 nm), which goes first through the microscope 

objective, having magnification in the range 40x – 60x and next 

through the investigated object and is reflected by a mirror. Then 

the beam passes through a shutter, polarizer, the Wollaston prism 

and analyzer. The final image is created on a CCD/CMOS camera.  
The next stage of the research was the image processing which 

authors carried out in order to know what the shape changes of the 

RBC. The results are presented in the next chapter. 

II. RESULT 

The lack of organelles and nuclei as well as uniform structure 

of RBCs enables treating them as optically homogenous and 

transparent object. Therefore, the light passing through an RBC 

undergoes only a phase shift. The fringe spacing depends on the 

wavelength of light and on the angle between directions of 

propagation of the interfering beams. Any change in the fringe 

pattern from the straight parallel form corresponding to the 

interference of two plane waves is caused by the phase shift 

introduced by the object, and proportional to its thickness. 

Therefore, from the shape of the fringes it is possible to find the 

2D profile of phase change and estimate the RBC thickness. 

Flickering can be investigated by recording series of images, 

calculating the RBC thickness distribution as a function of time 

and studying selected characteristics of this distribution. 

Because of imperfection of measurement system caused by 

defects of optical elements, pollutants, dust and other light 

sources, every phase image is burthened by speckles and other 

distortions. The pattern superinduced with fringe image precludes 

next proper analysis. To eliminate the adverse effect, the reference 

image without any object is necessary (Fig. 1). It is used to design 

the filter eliminating the measurement system distortions. 

The example of phase image of RBC by differential phase 

microscope (DPM) is presented in Fig. 2. The image processing 

based on Fast Fourier Transform enables transform the DPM 

image into three dimensional representation of RBC (Fig. 3). 

It is hard to determine objectively the quality of the RBC image 

(Fig. 3). On this step of the processing a mathematical procedure 

based on some objective parameters should be proposed. One of 

such statistical parameters, which would describe informativeness 

of the analyzed image and a possibility of its automatic 

estimation, is the entropy H. The entropy can be viewed as 

the amount of information provided by the image. Thus, it is 
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merely a statistical average of uncertainty or information in 

the analyzed data. 

The Shannon entropy is a measure of the uncertainty associated 

with a random variable. Specifically, the Shannon entropy 

quantifies the expected value of the information contained in 

a message. The Shannon entropy H(X) of a random variable X 

having the values from the set (x0, x1, …, xi, …, xk) is defined as: 

 �ሺ�ሻ = −∑ 0=����2����  (1) ��

 

where �� denotes the probability of X = xi. 

The digital images, of M × N pixels, can be interpreted as an 

array of random values of the variable X. By denoting the number 

of pixels having greyscale intensity i (0 ≤ i ≤ 255) within 

the analyzed image as di, we can estimate their occurrence 

probability. Therefore, the Shannon entropy H of the image can be 

calculated as: 

 �ሺ�ሻ = −∑ 0=�2255��� � = −∑ ��ெ × ே 2�� ��ெ × ே255�=0  (2) 

 

Authors decided to consider only the RBC area in the image. 

The procedure is dictated by the different size of RBC in each 

measurement. Moreover, only the information about the RBC is 

considered, so the background area should not be taking into 

account in entropy calculations. Such calculated entropy 

of the presented image RBC (Fig. 3) is equal 2.1636. 

Some diagnostic methods required not only one image 

of the erythrocyte but complex behavior analysis. To measure up 

to the expectation, the measurement system enables recording 

movie of the RBC with proper frame per second. Each movie 

frame is one image in set of data. 

 
FIG. 1. Reference image. 

 

 
FIG. 2. DPM image of RBC. 

 

 
FIG. 3. Processed DPM image of RBC. 

 

It is apparent that the analyzed RBC subtly changes its structure 

with time. The alterations are clearly visible in movie recorded by 

measurement system. In order to confirm the hypothesis that the 

movement depends on diseases, a quantitative study of the 

flickering and shape changing of the RBCs is needed. In the 

presented study, the behavior of RBCs from healthy subjects is 

investigated, in order to establish a comparison baseline and to 

take into account other factors, such as dehydration or sugar level, 

that may influence the behavior of RBCs. This part of the study 

also covers the changes the behavior of RBCs resulting from the 

standard process of handling the blood samples. 

III. CONCLUSSIONS 

The 2D phase distribution in the RBC can be transformed into 

thickness map from which quantitative information about 

the shape and size of the investigated RBCs is obtained and 

analyzed in the time domain. The results of this analysis, most 

likely in the form of synthetic parameters, will be correlated with 

selected diseases and used to detect them at a stage much earlier 

than possible with conventional techniques. 

The proposed project has two main objectives. The first, and 

most important, objective is performing a quantitative study of the 

temporal behavior of the RBCs, in order to acquire knowledge 

about its characteristics in healthy subjects (including natural 

variability factors) as well as in subjects diagnosed with some 

diseases, to recognize the modifications specific to particular 

diseases. The second objective is the development of data 

processing methods based on temporal data from the QPI 

microscopy system. As a result of research, a body of knowledge 

needed for early diagnosis of selected diseases will be developed 

and applied to further, more application-oriented research. 
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Conservation principles are essential to describe and quantify 
macroscopic processes. Classically, they follow from invariance 
of dynamics under appropriate transformations while quantum 
mechanics states them for operators in Heisenberg picture. On the 
other hand quantum measurements, unlike classical, may disturb 
conserved quantities. 
We show that the disturbance is present even in the noninvasive 
limit of weak measurement, which can be avoided for charge but 
not for energy, momentum and angular momentum. We exemplify 

this effect not only in simple models but also in experimentally 
feasible setup. 
Conservation can be restored by appropriately redefining quantum 
correlations but they are partly inaccessible by standard detection 
and violate relativistic objective realism. 
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I. INTRODUCTION

The  understanding  of  noise  in  quantum  systems  is  a

fundamental  issue  when  one  wants  to  control  the  transfer  of

charges in an accurate way. We develop a theory for calculating

the noise at finite-frequency in a quantum dot connected to two

reservoirs, in the presence of inelastic scattering and asymmetric

couplings  with  the  reservoirs.  By  using  the  nonequilibrium

Keldysh  Green  function  technique,  we  establish  an  analytical

expression for the noise in terms of the transmission amplitudes

between  the  reservoirs  and  of  some  effective  transmission

coefficients which will be defined. The result that we obtain can

be considered as the analog of the Meir-Wingreen formula1 for the

current. Moreover, a physical interpretation is given on the basis

of  the  transmission  of  one  electron-hole  pair  to  one  of  the

reservoirs,  where  it  emits  an  energy  after  recombination.  The

results for the noise derivative versus the voltage  show a zero

value  until  ,  where   is  the  frequency,  followed by  a

Kondo peak when the quantum dot is in the Kondo regime. These

findings  are  in  good  agreement  with  measurements  recently

performed in a carbon nanotube quantum dot2.

II. FINITE-FREQUENCY NOISE

When the quantum dot is in a steady state and the flat wideband

limit  is  considered,  we  show that  the  finite-frequency  noise  is

given by the following formula3:

(1)

where   is  the  distribution  function  for  electrons  with

energy   in  the   reservoir,  and  ,  the  distribution

function  for  holes  with  energy   in  the   reservoir.  The

indices   can take either the  value when it relates to

the  left  reservoir,  or  the   value  when  it  relates  to  the  right

reservoir.  The  expressions  for  the  matrix  elements,  denoted  as

, are given in Ref. 3. They depend on the transmission

amplitudes  ,  on  the  reflexion  amplitudes  ,  on  the

transmission  coefficients  ,  and  on  some  effective

transmission coefficients , which are defined as:

                               (2)

                                   (3)

(4)

(5)

where  is the retarded Green function in the quantum dot,

and  is the coupling strength between the quantum dot and the

 reservoir. Eq. (1) is obtained considering the approximation in

which the two-particle Green function in the dot is factorized into

a product of two single-particle Green functions in the dot. From

Eqs. (1) to (5), we see that once  is known, the transmission

amplitudes  and  coefficients  are  entirely  determined,  and

consequently,  the  noise  given  by  Eq. (1)  can  be  calculated

explicitly.  We want  to  underline that  the effective transmission

coefficient  given  by  Eq. (5)  takes  into  account  the  inelastic

scattering contributions4,5. When only elastic scattering is present

or/and for a non-interacting system, we underline that  

coincides  with   since  in  that  case,  we  have:

, thanks to the optical theorem.

III. INTERPRETATION

According to Eq. (1),  is given by the summation over 

and all possible configurations , of the transmission element

 weighted by the factor  corresponding

to the probability of having a pair formed by an electron of energy

 in the  reservoir and a hole of energy  in the  reservoir.

Hence we interpret the auto-correlator  as the probability of

transmission  of  an  electron-hole  pair  from  all  possible

configurations, to the final state for which both electron and hole

is in the  reservoir, where by recombining it emits an energy .

The additional presence of inelastic scattering does not affect this

interpretation3.  In  the  case  when  there  are  several  possible

transmission paths, as happens for  ,  we point out the

importance  of  considering  the  quantum  superposition  of  the

transmission amplitudes for all possible transmission paths6.
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IV. KONDO QUANTUM DOT

The  retarded  Green  function  for  the  interacting  single  level

quantum dot is determined numerically by using a self-consistent

renormalized  equation-of-motion  approach7,8,9,  which  applies  to

both  equilibrium  and  non-equilibrium  situations.  When  one

incorporates the expression of the Green function into Eqs. (1-5),

we  are  able  to  calculate  both  the  auto-correlators   and

, and the cross-correlators  and . In Fig. (1),

we  plot  the  derivatives  of  ,  of   and  of  the  sum

, which is a real quantity, versus the voltage .

We remark first that at voltage smaller than frequency, the noise

derivative  is  equal  to  zero  in  all  graphs,  as  expected  at  low

temperature for the reason that the system does not emit energy at

a voltage smaller than the energy provided to it, here . Then,

we  focus  on  the  effect  of  interactions  and  on  the  effect  of  a

coupling  asymmetry  on  the  noise  profile.  We  note  that  the

presence of interactions change the sign of the sum of the cross-

correlators  derivatives  (green  curves).  Indeed,  this  quantity

changes from negative sign at   to positive sign at  

provided that  . This positive sign can thus be seen as

the seal of the Coulomb interactions present in the quantum dot.

We also note the presence of a Kondo peak close to   in

the auto-correlator derivatives, together with a broad maximum at

,  resulting  from  the  Coulomb  blockage  which  takes

place  in  the  system.  We  underline  that  with  our  choice  of

parameters, the estimation of the Kondo temperature with the help

of the Haldane formula gives  K, which is much larger

than the temperature in the reservoirs (  mK) and larger that

the  frequency  (  GHz   K),  which  ensures  the

quantum dot to be in the Kondo regime. The profile of the red

curve  in  Fig. (1d)  resembles  to  the  profile  obtained  in  the

experiments performed in a carbon nanotube Kondo quantum dot2.

For  all  the  curves,  we  observe  a  strong  asymmetry  between

 and   due to  the the asymmetric  bias

profile  imposed  to  the  junction.  Indeed,  we  use:  and

. It also explains why the noise derivative is larger in

the right reservoir than in the left reservoir at  ,  since the

latter one is grounded. Finally, we remark that the intensity of the

noise derivative is reduced when interactions are present (compare

the intensities in graphs (a,b) to the intensities in graphs (c,d)), in

full  agreement with the fact that the charge is frozen when the

quantum dot is in the Kondo regime.

“FIG. 1.  Noise  derivatives  as  a function of  voltage.  The parameters

are:  ,  ,   mK,   GHz.  Graphs  (a,b)

correspond to the noninteracting case:  ,  and graphs (c,d) to the

interacting case:  meV. Graphs (a,c) corresponds to the symmetric

coupling  case  where   meV  (i.e.,  ),  and

graphs (b,d) to the asymmetric coupling case where   meV and

 meV (i.e., ). These graphs are extracted from Ref. 3.”

V. CONCLUSION

We have developed a theory to calculate the finite-frequency

noise in a non-equilibrium Kondo quantum dot, which allows us

to explain most of the features observed in the profile of the noise

derivative as  a  function of  bias  voltage,  i.e.,  the presence of  a

Kondo peak close to the frequency value which is the hallmark of

the  Kondo  effect,  and  the  presence  of  a  broad  maximum

corresponding to the Coulomb blockade structure. 
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I. INTRODUCTION 

At present, to generate a noise signal in mixed-signal electronic 
systems, there are used random number generators. In practice, 
pseudo-random number generators are used due to their simple 
construction and easy hardware implementation. Especially, well 
known Linear Feedback Shift Registers (LFSRs)1, 2 are easily 
implemented in hardware3, 4, 5 as well as in software6, 7, 8, 9.  

LFSRs are used not only in cryptography but also in circuit 
testing for test-pattern generation and signature analysis, 
especially in built-in self-test techniques and in digital 
broadcasting systems. Because LFSRs enable a very fast 
generation of pseudo-random sequences, they can be applied to 
generating an approximation of white noise used e.g. in sound 
generators and in the measurement equipment for digital 
transmissions. 

Often the mixed-signal electronic systems are controlled by 
microcontrollers. Therefore, to build the noise generators we can 
use microcontrollers already existing in the system. Thanks to 
this, we avoid introducing hardware redundancy into the system. 
Hence, in the paper we propose a new method of noise signal 
generation based on software implementation of LFSRs for 
microcontrollers with internal Analog-to-Digital Converters 
(ADCs) and Digital-to-Analog Converters (DACs). The ADC is 
used to reseed the LFSR (similarly to that presented in the 
article9), whereas the noise signal is generated by the DAC (Fig. 
(1)).  

The method is presented on an example of an 8-bit 
ATXmega32A4 microcontroller10, which is equipped with 
numerous well-working measurement peripheral devices, e.g.: one 
12-bit 4-channel ADC and one 12-bit 2-channel DAC. The 
structure of the LFSR is based on the common polynomial 
PRBS7: 

 1)( 67 ++= xxxL  (1) 

II. OPERATING PRINCIPLES 

In Fig. 1 we can see the hardware structure of the noise signal 
generator, i.e. only the microcontroller. The ADC of the 
microcontroller serves as the source of entropy. It samples the 
voltage at floating pins ADC0, .. ADCn, thus it measures the noise 
signal; more precisely - interferences from inter alia working 
digital blocks of the microcontroller. We use a 1 V internal 
voltage reference10 to increase the measurement sensitivity of the 
ADC, which increases the susceptibility of the ADC to noise, 

what in our case is preferred. As the reseeding value of the 7-bit 
LFSR (we base on a polynomial PRBS7) seven lower bits of the 
12-bit ADC result are taken. The actual random data from the 
ADC are used to reseed the LFSR after each its full work cycle 
consisting of 127 steps (see Fig. 2).  

 

FIG. 1. The hardware structure of the noise signal generator based 
on a microcontroller with internal ADC and DAC converters.  

This solution results from hardware limitations of peripheral 
devices of an ATXmega32A4 microcontroller10. The minimum 
conversion time for 12-bit resolution of the ADC takes 14 µs, 
whereas the maximum conversion rate of the DAC is equal to 
1000 ksps. Therefore, the minimum DAC conversion time is at 
least 14 times less than that of the ADC (we have to take into 
account the time needed for servicing the ADC by the software). 

 

FIG. 2. The noise timing generated at the DAC output of an 
ATXmega32A4 microcontroller for a polynomial PRBS7. 
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Hence, to fully utilize the capabilities of the ADC and 
especially the DAC, the ADC samples - in our case the pin ADC1 
- every 127 µs, so that it has enough time to measure the voltage, 
whereas the DAC generates a new voltage value at the DAC0 pin 
every 1 µs, as is shown in Fig. 2. 

Hence, calculating a new value of the LFSR and writing it to 
the DAC data register should take less than 1 µs. Because the 
microcontroller works with a 16 MHz oscillator, these operations 
must fit the period taken by 16 instruction cycles of the core 
microprocessor of the microcontroller, which is a big challenge. 
We have solved this problem by using a technique of look-up 
tables and writing an appropriate program in assembler. The 
details of the algorithm will be contained in the full version of the 
paper. 

 

FIG. 3. The spectrum of a signal generated for a constant value of 
a seed of the LFSR for the polynomial PRBS7.  

Thanks to using the reseeding of the LFSR our microcontroller 
noise generator generates a signal that is more similar to white 
noise than the one obtained in the case of a constant initial value, 
as shown in Fig. 3 and Fig. 4. These figures present the 
measurement results obtained with an Agilent U2531A card (for 
14-bit ADC resolution and 2 Msps). It should be emphasized that 
this has been attained without introducing hardware redundancy to 
the system, because we have employed only the internal devices 
of the microcontroller. 
 

 

FIG. 4. The spectrum of a signal generated for reseed values of the 
LFSR using the ADC for the polynomial PRBS7. 

III. CONCLUSIONS 

A new method of noise signal generation based on software 
implementation of LFSRs for microcontrollers with internal 
ADCs and DACs and a microcontroller noise generator structure 
are proposed in the paper. The solution has the following features: 

• the LFSR is based on the common polynomial PRBS7, 
• the ADC result is used to reseed the LFSR after each its 

full work cycle, what improves randomness of generated 
data, which results in greater similarity of the generated 
noise signal to white noise, 

• the noise signal is generated by the DAC with its 
maximum conversion rate (1000 ksps), 

• calculating a new value of the LFSR and writing it to the 
DAC data register takes only 16 instruction cycles of the 
core microprocessor of the microcontroller, which 
corresponds to the value of 1 µs. This is one of significant 
advantages of the method. 
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I. INTRODUCTION 

A number of transition metal trichalcogenides (TMT) have crystal 

structures composed of quasi-one-dimensional (1D) atomic 

threads, i.e. TMT chains, with an individual cross-sectional area 

on the order of 1 nm × 1 nm. These chains are organized in layers 

weakly bonded together by van der Waals forces. TMTs can be 

exfoliated or grown into quasi-1D atomic thread bundles. 

Furthermore, TMTs can exhibit both metallic and semiconducting 

behavior. We have recently demonstrated that metallic van der 

Waals nanowires of TaSe3 have extremely high breakdown 

current densities exceeding those of the conventional metals by an 

order of magnitude1-2. Here we report results of the investigation 

of electrical and low-frequency noise properties of quasi-1D 

TaSe3 and ZrTe3 van der Waals nanowires. The focus of the study 

is on comparing the noise characteristics of metallic and 

semiconducting van der Waals nanowires with those of 

conventional semiconductor nanowires and metals.  

 

II. FABRICATION DETAILS 

Bulk TaSe3 and ZrTe3 crystals were synthesized by the chemical 

vapor transport (CVT) method and then mechanically exfoliated 

onto Si/SiO2 substrates3-5. The TaSe3 devices were fabricated by 

two different techniques: electron beam lithography (EBL) and the 

shadow mask method. The device fabricated by EBL utilized h-

BN capping layers to protect the TaSe3 nanowires from oxidation 

and chemical exposure during the fabrication processes, and from 

environmental effects during testing. The shadow mask method 

was used with ZrTe3 nanowires, which were subject to less 

degradation. The shadow mask method allowed us to directly 

deposit metal contacts onto ZrTe3 channels. This approach 

reduced the total air exposure time during the fabrication process 

and avoided chemical contamination associated with the 

lithographic lift-off processes. 

 

III. RESULTS AND DISCUSSIONS 

 

Figure 1 shows the temperature dependences of the resistance for 

TaSe3 and ZrTe3 devices. TaSe3 exhibits the temperature 

dependence of the resistance typical for metals, i.e. resistance 

increases with increasing temperature. On the contrary, in ZrTe3 

resistance decreases with the temperature increase, which is 

typical for semiconductors. One should note that both metallic and 

semiconducting polymorphs are known for ZrTe3, which depend 

on growth and fabrication procedures, although these particular 

polymorphs are difficult to distinguish by powder X-ray 

diffraction.  

The low frequency noise at room temperature in TaSe3 has the 

form of the 1/f-like noise (1). With increasing temperature, the  exponent increased up to 1.8 at T=400 K. The amplitude of 

noise within the temperature range from 300 K to 400 K increases 

drastically. It was found that these temperature dependencies 

comply with the Dutta-Horn model, which is often used to 

describe noise in metals. The activation energy distribution 

calculated from the noise data in accordance with the Dutta-Horn 

model was found to have the maximum at EP ≈ 1 eV. The low 

frequency noise in ZrTe3 showed clear signs of the generation 

recombination (GR) noise typical for semiconductors (see Figure 

2). 

 

 

FIG. 1: Temperature dependences of the resistance for TaSe3 (red 

and blue open squares and circles) and ZrTe3 (blue and red filled 

circles) devices. Insets show the optical microscopy image of the 

TaSe3 device capped with h-BN. 

 

The temperature dependence of the resistance and presence of 

the G-R noise indicate that the studied samples have 

predominantly semiconductor phase. The activation energy of the 

temperature dependence of the G-R noise is found to be ~170 

meV (for comparison, the reported band gap of semiconducting 

ZrTe3 is ~0.4 eV). The amplitude of noise in both TaSe3 and 

ZrTe3 devices, within the experimental error and dispersion 

among different samples, can be fitted with the dependence 
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SI/I
2×f=10-11R, where R is the sample resistance. The 

measurements at T80 K indicated that the characteristic 

frequency of the GR noise in ZrTe3 increases with the bias voltage 

increase (see Figure 2). There might be several reasons for this 

effect, including the Joule heating. This is the main unsolved 

problem of noise in the studied devices.  
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 FIG. 2: Noise spectra of current fluctuations and different 

voltages for ZrTe3. T=80K. 
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I. INTRODUCTION 

It is well known that the low-frequency noise spectroscopy is a 

very sensitive diagnostic tool for a variety of optoelectronic 

devices such as light-emitting diodes (LEDs)1, 2 and laser diodes 

(LDs)3, 4. The assessment of reliability and quality are especially 

of high importance for those specimens whose technology of 

manufacturing is still under improvement, e. g. GaSb-based laser 

diodes. These LDs emitting in 1.8 – 3.7 μm wavelength region are 

widely used in medical applications, military, spectroscopy, etc5. 

In some cases, the value of the current, which is required for the 

lasing and to generate enough optical power, is relatively high so 

there is a demand for a non-destructive testing method in the 

subthreshold region6 in order to avoid the damage of the internal 

specimen structure. Also, a correct identification of the existing 

noise sources in the LD can be complicated at higher currents if 

the contact noise dominates.  

As the current-voltage (I-U) characteristic and its derivative 

IdU/dI, which is called electrical derivative (ED), analysis is 

widely used for laser diodes investigation7, 8, a supplement with 

the low-frequency noise measurement allows more precise current 

path determination inside the sample and the origin of the noise 

evaluation. 

In this paper, we present investigation results of the electrical 

fluctuations of the type-I GaSb-based LDs in order to illustrate the 

relation between the electrical noise spectral density dependency 

on the forward current and the current-voltage characteristic. Also, 

problems concerning the correct interpretation of the noise 

characteristics, occurring when the noise spectroscopy is desirable 

to be used as a non-destructive diagnostic tool for the LDs in the 

subthreshold region, are discussed.  

II. DEVICES UNDER INVESTIGATION 

Investigated samples radiate at 1.94 μm wavelength at room 

temperature. They were grown by molecular beam epitaxy. All 

samples contain doped Al0.5Ga0.5As0.04Sb0.96 claddings and 

undoped Al0.25Ga0.75As0.02Sb0.98 waveguide layer and barriers, 

where two Ga0.73In0.27Sb quantum-wells (QWs) are embedded. 

III. INVESTIGATION OF 

ELECTRICAL NOISE SPECTRAL 

DENSITY 

Investigated LDs fluctuations are characterized by 1/f-type 

electrical noise (Fig. 1), which is due to superposition of many 

generation-recombination or capture-emission of charge carrier 

processes with very wide distribution of relaxation times9. 

Experimental and calculated dependencies of electrical noise 

spectral densities  on the forward current of the LD  are  presented 

 

 

in Fig. 2. Analysis has shown that such spectral density can be 

expressed as a sum of two spectral densities of the independent 

noise sources: 

 

 
nntU

SSS
ou

.  (1) 

 

The equivalent electrical circuit of the LD with these voltage 

noise sources is shown in Fig. 3. The resistance R1 is a differential 

resistance Rdif of the LD and the resistance R2 describes serial 

contacts resistance. As for the 1/f-type electrical fluctuations the 

current noise, SI, for a pn junction is proportional to the forward 

current10, the differential resistance of the LD is inversely 

proportional to the current and voltage spectral density of 

electrical fluctuations 
dif

~ RSS
IU

, Eq. (1) can be rewritten as: 
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FIG. 1. Electrical noise spectra of the investigated LD at 

different forward current (“system” represents the measurement 
system electrical noise floor). Solid red lines represent 

approximated noise spectra by Eq. (2). 
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FIG. 2. Experimental (black curve with square symbols) and 

calculated (red solid curve using Eq. 2) dependencies of the 

voltage spectral densities of electrical noise on the forward current 

at 108 Hz frequency. The inset represents I-U characteristic of the 

sample. 
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FIG. 3. The equivalent electrical circuit of the LD with the 

voltage noise sources un1(t) and un2(t) (here RLoad >> Rmn). 
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FIG. 4. Dependence of the LD’s differential resistance R1 on the 

forward current. 
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here index γ is close to 1, quantities A and B define the intensities 

of the noise sources un1(t) and un2(t), respectively. The dependence 

on the forward current of the differential resistance R1, which has 

been calculated from the experimental I-U characteristic of the LD 

(the inset in Fig. 2), is presented in Fig. 4. 

In the case of the presented LD, noise sources are located in the 

differential resistance and series resistance of the LD meaning 

electrical fluctuations arising from the pn junction (main diode, 

not a parasitic shunt diode) and at higher currents – from the 

contacts (voltage spectral density for the contact noise6 SU ~ I2). In 

those cases when various parasitic leakage channels exist, the 

equivalent electrical circuit should be supplemented by the new 

noise sources leading to the different dependence of the electrical 

noise spectral density on the forward current. 

 

 

IV. LD RELIABILITY AND NOISE 

CHARACTERISTICS 

INTERPRETATION 

Various defects and imperfections, formed through the 

manufacturing process of the laser diodes or after, worsen their 

electrical and optical characteristics, performance and lifetime. 

There is no doubt that the excess noise is a good reliability 

indicator for the LDs3, 4.  

A special attention has to be paid to the interpretation of the 

results when the low-frequency noise spectroscopy is used for the 

LDs reliability assessment only from the subthreshold 

measurements. This is very important when there is a purpose to 

evaluate noise characteristics changes caused by the technological 

process variation, not by the induced stress due to the high current 

flowing through the specimen. 

Usually, larger threshold current indicates more defective LD 

structure, which leads to the more intense 1/f-type electrical 

fluctuations. This was observed in InGaAsP/InP laser diodes4.  

However, in some cases, technological variations during the 

LDs growth lead to the different results. Changes in quantum 

wells region also determine the threshold current or in a critical 

case it lead to the situation that there is no laser generation at 

room temperature. So, such specimens can not be interpreted as 

reliable LDs despite demonstrating “good” noise characteristics as 

no additional defects are formed compared to those LDs, which 

achieve lasing at room temperature. 

This is an open problem of our work – to create a reliable 

unambiguous diagnostic method for the LDs through the low-

frequency noise characterization when the measurements are 

performed only in the subthreshold region. 

V. CONCLUSIONS 

The presented investigation demonstrates the relation between 

the I-U characteristic and the spectral density of electrical noise of 

the 1.94 μm wavelength GaSb-based LD. Also, problems 

concerning the correct interpretation of the LDs measurement 

results during the subthreshold electrical noise investigation are 

discussed. 
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I. INTRODUCTION 

Control of voluntary movement is a dual structure of the 
cognitive control and kinetic control. Cognitive control involves 
attentional resources, whereas kinetic control does not. Various 
voluntary movements can be performed by combining cognitive 
and kinetic controls. If these two controls could be separated, we 
could predict the level of acquisition of physical exercise skills 
from the expenditure of attentional resources. Using a synchronous 
tapping method, Miyake et al.1 investigated the relationship 
between repetitive body movements and attentional resources. For 
the synchronous tapping task, the action timing needed to be 
anticipated. We estimated the control system related to the body 
movements of synchronous tapping by using the fluctuation 
features of the synchronization-error time series. Body movements 
that depended on the attentional resources were performed by the 
feedback system based on cognitive control, and the synchronous 
errors fluctuated with the white noise. As the dependence on the 
attentional resources in the body movement decreased, that is, the 
human kinetic control decreased, the fluctuations of the 
synchronous-errors time series gradually shifted to the 1/f 
fluctuation, that is, to the self-similarity features. 

In this study, we evaluate the dependency on attentional 
resources while learning to perform physical exercises by using the 
relationship between the attentional resources and fluctuations in 
body movements. In this study, the physical exercise to be learned 
was the process of writing certain Chinese characters by hand. We 
chose to write the Chinese Kanji characters. The slight differences 
between character shapes were regarded as the difference of 
difficulty between handwritings; the stroke count of the character 
is an indicator of the difficulty of writing by hand. 

In a previous study, we reported that a handwriting time-element 
time series contains self-similarity features.2, 3 In the traditional way 
of analyzing self-similarities, numerous fractal analysis methods, 
such as power spectrum analysis, Higuchi method,4 and the R/S 
method, have been proposed to treat a time series.5 Detrended 
fluctuation analysis (DFA)6 is an effective method to analyze the 
physiological signals because it needs only a few rigid assumptions 
regarding signal stationarity. In this research, it was difficult to 
ensure the correct stationarity of the handwriting time-element time 
series; therefore, we used the DFA method. If the time series of the 
handwriting time element (HTE) had self-similarity, it implied that 
this time series did not have a fixed timescale. However, in a 
practical system, we cannot consider that the same self-similarity 
covers the entire length of the timescale of the time series. Some 
previous studies7, 8 have reported the crossover phenomenon 
associated with a change in the short- and long-range self-similarity 
features during the DFA process. 

In this study, we investigate the relationship between the scaling 
index and the differences in the difficulty levels for writing three 
Kanji characters by hand: “Den,” “Tsu,” and “Dai.” We focused on 
the self-similarity modality of each timescale.  

 

II. MEASUREMENT AND ANALYSIS 

The experimental system is shown in Fig. (1). The system 
comprised three personal computers: PC1, PC2, and PC3. The 
coordinates of the pen points were measured by the pen tablet using 
a 200-Hz sampling frequency and were recorded on PC1. In 
addition, PC1 applied a trigger signal that indicated the removal and 
installation of pen points from the tablet to PC2 through a digital-
to-analog converter (DAC). PC2 recorded the trigger signal by 
using an analog-to-digital converter (ADC) with a 1-kHz sampling 
frequency. A square signal was output to a speaker through a DAC 
for generating the sound stimulation; this output specified the 
handwriting time of the subject. The three electrodes measured the 
electroencephalogram (EEG) signals and were arranged on the Fz, 
Cz, and Pz electrode sites of the scalp in accordance with the 
international 10–20 standard. The electrode arrangement of the 
electrocardiogram (ECG) followed the NASA leads. The EEG and 
ECG signals were amplified and then recorded in PC2 through an 
ADC with a 1-kHz sampling frequency. We used a thermistor 
sensor to measure the temperatures of the peripheral part and the 
trunk of the body. Each sensor was fixed to the top of the index 
fingers of both hands and on the belly of the subject. The 
temperature was recorded in PC2 through an ADC for a 1-kHz 
sampling frequency. PC3 measured the ear drum temperature using 
an ear thermometer at a 1-Hz sampling frequency. The 
experimental protocol was as follows. First, we performed tests 
comprising POMS and STAI. Then, the subjects were required to 
close their eyes and rest for 150 s. Finally, the subjects performed 
the assigned tasks. These tests were repeated after resting for 150 s. 
This comprised one set of the experimental process. A dual-task 
method was applied in this experiment, and the method involved 
the synchronization tapping task and the handwriting task. The 
handwriting field was set on the pen tablet. This field comprised a 
square area (H-area) of side 50 mm on the left and a square area (T-
area) of side 10 mm on the right. In the T-area, an “x” mark was 
drawn. The handwriting task is shown in Table 1. Chinese Kanji 

FIG. 1  Experimental system 
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characters were selected for handwriting task. The three letters had 
slightly different difficulty levels, and their stroke counts were 
different. Therefore, in this study, the stroke count was chosen as 
the index of task difficulty. 

The time chart of the task is shown in Fig. (2). Based on the 
repetitive periods that are detected by the preliminary experiment, 
we maintained the sound stimulation until the end of the task. The 
subjects were required to start writing with the first sound 
stimulation. When they finished writing, they tapped the T-area 
using their pen tips so that they were in synchrony with the second 
sound stimulation in the best possible manner. The subjects started 
writing from the “x” mark in the H-area. They were allowed to do 
250 trials, which comprised one set. The HTE was divided into six 
components, “SLs,” “SLe,” “LsT,” “LsLe,” “LeT,” and “ST”, and 
these could be obtained from one trial. One set consisted of 250 
trials, and 250 samples were obtained in each HTE. Each time series 
of an HTE consisted of 250 samples, respectively. Here, the time 
series of an HTE was represented by ݔ	ሺ݅ ൌ 1,2,⋯ , 250ሻ; then, ݔ 
became the intended signal of the DFA. The time series ݕሺ݇ሻ	ሺ݇ ൌ
1,2,⋯ ,250ሻ  of the cumulative sum for ݔ  was computed as 
∑ ሺݔ െ ሻݔ
ୀଵ . Here, ݔ was a mean value of ݔ. The regression line 

of ݕ௦ሺ݇ሻ  was the time series ሼݕሺݏሻ, ݏሺݕ  1ሻ,⋯ , ݏሺݕ  ݊ െ 1ሻሽ 
where ሺݏ ൌ 1,2,⋯ ,250 െ ݊  1ሻ. This time series was to be cut 
out in the search window of the window of width ݊, where ሺ݊ ൌ
3, 4,⋯ , 250ሻ from the time series ݕሺ݇ሻ. 

Then, the slope of the regression line for the relationship between 
݊ and	ܨሺ݊ሻ was defined by Eq. (1). Both the logarithmic plots were 
called the scaling index ߚ, and ݊ was called the timescale. In the 
application of DFA, we decided to shift the search window by one 
point time because of the very short time series length of (1). 

ሺ݊ሻܨ ൌ ඩ
1

ሺܰ െ ݊  1ሻ݊
  ሺݕሺ݇ሻ െ ݕ

௦ሺ݇ሻሻଶ
௦ାିଵ

ୀ௦

ேିାଵ

௦ୀଵ

														ሺ1ሻ 

Here, to visualize the local trend of the ݊ vs. ܨሺ݊ሻcharacteristics, 
the difference in values of ܨሺ݊ሻ on both logarithmic fields of the ݊ 
vs. ܨሺ݊ሻ characteristics was computed as ݈ߚ݈ܽܿ. This was called 
the local scaling parameter. 

The subjects were 10 healthy males (21–25 years old), and we 
conducted six sets of experiments for each writing task. 

III. RESULTS AND DISCUSSION 

Our focus in this experiment was on what the subjects were 
paying attention to during the handwriting task, for example, the 
sound stimulus, drawing of the Kanji shape, or tapping to draw a 
point. We evaluated the destinations of the subjects’ attentional 
resources during the handwriting task execution by using the 
fluctuation modality of each HTE. To estimate the fluctuation 
modality, we used the relationship between the timescales ݊ and the 
local scaling parameter ݈ߚ݈ܽܿ. 

Fig. 3(a) shows the frequency distribution of six kinds of HTEs 
in a subject (ISI = 1450 ms). Fig. 3(b) shows the ݊ vs. ݈ߚ݈ܽܿ 
characteristics of the measured LsLe time series. We confirmed the 
differences between the Kanji characters in a specific timescale on 
the ݊  vs. ݈ߚ݈ܽܿ  characteristics (e.g., ݊  85). Using the ݊  vs. 
  characteristics, it is possible to estimate the timescale toߚ݈݈ܽܿ
which the subject is paying attention during the task execution. 

 
 

IV. CONCLUSION 

In this study, we investigated the relationship between the 
characteristics of the scaling index and the differences in the 
difficulty levels for writing Kanji characters by hand. We used the 
DFA method to analyze the physiological signals. The crossover 
phenomenon of the DFA process was considered to be a local 
tendency of the self-similarity modality for each timescale ݊. We 
also proposed a new evaluation index ݈ߚ݈ܽܿ . These 
investigations enabled us to visualize the relationship between the 
handwriting task difficulty and the self-similarity modality in each 
timescale by using the ݊ vs. ݈ߚ݈ܽܿ characteristics. 
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FIG. 2  Time chart of the task 

Table 1  Handwriting task

FIG. 3  Results of analysis  (a)Histogram of HTE       
(b)݊ vs. ݈ߚ݈ܽܿ characteristics on LsLe 

(a)                                               (b) 
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I. INTRODUCTION 

In this paper a simplified method of trend removal to determine 
random component generated in supercapacitor structure during 
discharging is proposed. Voltage fluctuations, observed across the 
loading resistance connected to the terminals of the 
supercapacitor, are superimposed on slowly decaying trend 
component. The trend function is not exactly an exponential 
function, as it is in a case of a pure capacitor, because 
supercapacitor equivalent circuit model consist of many RC 
branches with successively increasing time constants1. It is 
possible to stand out at least two the most significant branches 
with the lowest time constants. In Fig. (1) we can see 
an exemplary discharging curve of supercapacitor having two 
visible time constants (the first one is dominant to about 6000 s 
and the second one is dominant after 10000 s) and the transient 
region were both time constants are taking part in discharging 
process. 
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FIG. 1. Voltage between the terminals of supercapacitor C = 8 F 
when discharged by loading resistance R = 200 Ω with visible two 
time constants; the OY axis has logarithmic scale for better 
visualization of time constants. 
 
After effective detrending the recorded noise component can be 
used to investigate degradation mechanisms in supercapacitor 
structure. Former investigations2 showed that adequate trend 
removal method was crucial to evaluate noise statistical 
parameters. The main problem is to determine trend component 
and, after necessary subtraction, to determine fluctuations.  
We have observed that voltage fluctuations can exhibit some fast 
changes in intensity as presented at Fig. (2), e.g. at the moments 
around 5700 s or 6100 s. These abrupt changes may result from 
charge redistribution mechanisms or exclusion of some regions of 
porous carbon electrodes from further charging/discharging ability 

because of pores clogging or corrosion reactions. In our paper we 
propose a simplified method for fast and computationally simple 
trend determination which takes into account additive noise 
component having properties as presented at Fig. (2). 
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FIG. 2. Voltage fluctuations superimposed on the discharging 
voltage curve observed between the terminals of the 
supercapacitor at selected time interval. 
 

II. THE PROPOSED METHOD 

The proposed method applies the EMD decomposition3, but is 
much less computationally expensive and therefore it should be 
much faster. The EMD decomposition of the exemplary signal 
comprising of 8 million samples can take tens of minutes using 
Matlab software installed on contemporary personal computer. 
Then it is another difficulty how to establish trend, which should 
be removed, from the intrinsic mode functions (IMFs). There are 
some approaches to do that3, but they are not easily implemented. 
Human decision is needed to run the algorithm. Therefore, we try 
to optimize the method for trends function similar to the observed 
during supercapacitor’s discharging, as presented in Fig. (1). 
In the proposed method the trend is determined by the formula: 

 , (1) 
 
where: m(t) is the determined trend component, eu(t) and el(t) are 
upper and lower envelopes of the measured discharging curve. 
The resulting trend component determined for the exemplary 
supercapacitor’s discharging curve, shown in Fig. (1), is presented 
in Fig (3). 
We have calculated the upper and lower envelopes, marked as 
black solid lines on Fig. (3), by using MATLAB function 
envelope with the specified peak parameter. The envelopes are 
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determined using a spline interpolation over local maxima 
separated by at least n samples4. The spline function5 is a function 
defined pricewise by polynomials of relatively low degree. It is 
preferred in interpolation problems, because it gives relatively 
small interpolation error by using low degree polynomials for the 
spline. It avoides Runge’s phenomenon5 when too high degrees of 
polynomials are used. Runge’s phenomenon concerns possible 
oscillations between the measurement points. Thus, the proposed 
spline interpolation seems to be a better choice. 
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FIG. 3. Idea of the proposed method – the trend function (dashed 
line) was determined as the mean value of the envelopes marked 
by solid lines. 
 

III. RESULTS 

We have applied the proposed method for an exemplary 
discharging curve presented in Fig. (2). The parameter n of the 
function envelope available in MATLAB software was set to 
n = 100 000 to get the most accurate trend approximation. Its 
value cannot be too small because low frequency component will 
be attenuated. It cannot be too high at the same time because trend 
component won’t be determined accurately. We can identify in 
Fig. (4) the differences in time records of the identified trends by 
both proposed methods (e.g., at t = 1700 s, t = 2500 s). Power 
spectral densities Su(f ) of the determined voltage fluctuations after 
trend removal exhibit the main difference at low frequencies 
range, as presented in Fig. (5). Polynomial approximation 
attenuates these low frequency components and therefore the 
proposed method is more relevant to identify noise generated in 
supercapacitors and to consider its correlation with 
supercapacitors aging. 
 

IV. CONLUSIONS 

The considered discharging voltage curve in supercapacitors 
needs a new methods of detrending to determine additive noise 
component. The proposed method is more efficient in establishing 
noise component which gives information about aging processes 
in the investigated supercapacitors. The proposed method 
identified low frequency component in a better way than the 
method based on polynomial approximation. 
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FIG. 4. Voltage fluctuations obtained using different detrending 
methods. 
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FIG. 5. Comparison of power spectral densities of signals 
presented in the Fig. (4). 
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I. INTRODUCTION 

Understanding of sensor mechanisms and their properties is 

tightly bounded with characterization of electric charge transport 

and its fluctuations at/in active electrochemical interfaces. 

Stochastic behavior becomes an increasingly dominant 

characteristic of electrochemical systems as we probe them on the 

smaller scales 1,2.  This stochasticity is completely hidden from the 

observer due to massive averaging – so many charge carriers 

(electron, ions or molecules) are involved that only their mean 

behavior is observable and a probabilistic description is 

unnecessary. Nevertheless, the effect of randomness may show 

significance in some systems, especially very small ones in 

comparison to the macroscopic world but larger than microscopic 

scale of molecules, as the averaging of the random particle motion 

is not so effective 1,3,4. For example, the kinetics of many physico-

chemical, electrochemical, and bioelectrochemical processes is 

known to be accompanied by noise generation, which virtually 

represents the dynamic fluctuations of electric potential or current2.  

Even though not every sensor system is considered as a small - 

mesoscopis, several authors showed that fluctuation analyses 

represent the approach of extracting more selective response from 

macroscopic chemical sensors, e.g. chemiresistors5–8, surface 

acoustic wave sensors, and resonant sensors9.  In conductometric 

sensors the observed fluctuations give more information than a 

single DC resistance value and therefore obtained results lead to the 

reduction of the number of gas sensors necessary for the detection 

of different gas mixtures by sensor arrays 7,10. The high-order 

statistics enables the extraction of non-conventional features and 

leads to significant improvements in selectivity and sensitivity 7,8 

of sensors. 

Another way to improve selectivity and sensitivity of 

conductometric sensors is targeted change of their operating 

conditions, such as temperature modulation8,11, light exposure of 

sensitive layer with various intensity12, sampling-and-hold 

method13, transient flow modulation14,15, etc. 

Our motivation aims on possibility of improved selectivity by 

modulation of  analyte flow rate around conductometric sensors at 

equilibrium conditions by studying voltage fluctuations. By setting 

different flowrate, the concentration of analytes at the surface of 

sensors is modulated, and the specific response patterns, which are 

characteristic of the analytes present, develop. The method could 

be adapted to both static and dynamic headspace sampling 

strategies. However, this contribution aims to present how the flow 

rate of analyte affects the voltage fluctuation of the resistive gas 

sensor, which has not yet been sufficiently presented. 

 

II. EXPERIMENTAL SETUP 

The experimental study was carried out on two commercially 

available gas resistive sensors: metal-oxide-based sensor 

MICS5524 (SGX sensortech) and TGS2600 (Figaro sensors), both 

types of sensors target on multiple application (e.g. indoor quality 

monitor or breath analysis), i.e. they are sensitive to a wide range 

of gases and a humidity but often with various sensitivity. To study 

effect of cover, the metal cover was removed from the one of 

TGS2600 sensor. 

Each sensor was put to the same position at gas-tight chamber to 

be under almost the same fluidic condition. The flow rate of analyte 

through the chamber was set by two manual flow controllers. As 

the analyte was used  the air with relative humidity 40%. All noise 

measurements were done under equilibrium conditions. 

The noise measurement setup consisted of a low-noise 

preamplifier PA15 (3S Sedlak, Ltd), an amplifier with highly 

selective filters AM22 (3S Sedlak, Ltd) which covered the selected 

frequency range, 12-bit AD convertor HS3 (TiePie Engineering), 

and a notebook. To minimize external disturbances, the whole 

system was powered from battery. The test chamber with gas 

resistive sensor and preamplifier were electrically and magnetically 

shielded. 

 
 

FIG. 1. Spectral density of voltage fluctuations via TGS2600 for 

analyte flow from 0 L/min to 5 L/min (T = 298 K, RH = 50%). The 

cover of the sensor was taken out and only structure of sensor was 

exposed to ambient environment.  
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III. RESULTS AND DISCUSSION 

The fluctuation phenomena in every chemical sensor are 

connected to intrinsic sources (sensor structure, contacts, etc.) and 

to chemical processes in/on a sensing layer. The additional noise 

sources connected to the second group are considered to be 

associated with fluctuations of charge carrier mobility and density 

(concentration fluctuation and motion of chemical fragments) 

originating from the chemical environment, and are supposed to 

be16,17: (i) adsorption-desorption process of gas molecule on the 

active layer, (ii) diffusion of the adsorbed molecules or molecule 

fragments on the sensor surface. The measured spectral density of 

current or voltage fluctuations is assumed to result from the 

superposition of the contributions of these two noise sources as well 

as inherent noise sources. 

 
 

FIG. 2. Spectral density of voltage fluctuations via TGS2600 for 

analyte flow from 0 L/min to 6 L/min (T = 298 K, RH = 50%).  

 

Both types of studied gas resistive sensors exhibit the presence 

of significant 1/f noise at low flowrates from 0 L/min to 1 L/min as 

shown in Figs. 1 and 3. Fig. 2 shows significant 1/f noise 

component till 4 L/min for sensor TGS2600 with cover. Remove of 

the metal cover results in a rise of noise voltage and a change of the 

cut-off frequency of the unexpected noise component. The 

difference in the spectrum of these TGS2600 sensors indicates and 

confirms the effect of the cover on the sensor properties (such as 

response kinematics, sensitivity, selectivity and stability). As 

flowrate increases, unexpected noise component of Lorentzian-a-

like spectra with f α (α = -4 for MICS,  

α = -5 for TGS2600) become more significant and spectra of 

voltage fluctuations evolve as illustrated by Fig. 1 and Fig. 3. The 

cut off frequency of this noise shifts to higher values as flowrates 

increases. None of detrending techniques (linear and polynomial 

detrending, empirical mode decomposition etc.) was able to 

suppress this behavior. Further, the acquired time series of voltage 

fluctuations are of Gaussian distribution. We suppose that this noise 

component is a result of two mutual influencing stochastic 

processes: adsorption-desorption noise and noise arising from 

turbulent/laminar flow around the sensor (partial pressure 

fluctuations). This noise component is strongly dependent on the 

sensitive layer and its reachability for wide spectrum of chemical 

particles (cover construction/membrane layer of each sensor).  

 
 

FIG. 3. Spectral density of voltage fluctuations via MISC5524 

for analyte flow from 0 L/min to 5.5 L/min (T = 298 K, RH = 50%).  
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I. INTRODUCTION 

Due to the advanced information society, the variation of content 

has been increased. As the amount of information increases, it is 

difficult to select content that matches the user's preference. 

Therefore, recommendation system of contents matching the user's 

preference has attracted attention. In order to construct this 

recommendation system, it needs using information relating to 

user’s favorite. In previous study, users' preference is estimated and 

evaluated by analyzing user's requests and impressions based on a 

subjective evaluation such as a questionnaire. However, the user's 

direct input method is burdensome to the user. In order to solve this 

problem, there are some researches to minimizing restraint of a 

subject to users by using objective evaluation such as physiological 

and behavior evaluation.  

In previous research, we investigated the estimation method of 

autonomic nervous activity by using facial skin temperature. The 

skin temperature depends on the blood flow, and the blood flow 

volume changes due to the vasoconstriction action of the 

sympathetic and parasympathetic nervous systems of autonomic 

nervous system activity1. Psychological state affects autonomic 

nervous activity. so it appears remarkably in facial skin 

temperature. Therefore, previous research have evaluated 

emotional and stress from facial skin temperature 

change2.However, in conventional method, the influence of change 

of maximum and minimum nasal skin temperature and the 

fluctuation of the nasal skin temperature is not considered.  

In this study, we aimed for more detailed emotion estimation 

other than pleasant feelings, detailed analysis of nasal skin 

temperature distribution, and comparative evaluation of each 

evaluation value. In order to examine experiments to remind the 

axes of various emotions, we measured the facial skin temperature 

of the viewer who read manga using infrared thermography. 

II. EXPRIMENT 

Experiments were carried out to acquire facial thermal images 

(FTIs) of the different psychological states. In order to measure 

biological information on preferences of content viewers, using 

silent cartoons without letters applying a passive stimulation to the 

user. 

Fig.1 shows the experimental system. An infrared thermography 

(View Ohre IMAGING XA0350) was placed at a distance of 0.5 m 

horizontally from the nose of the subject. The thermal image size 

was 320 × 256 pixels, and the sampling period was 1 sec. A PC 

display were placed upon the desk. 

Fig.1 shows the experimental protocol. Subjects was asked to rest 

for another 30 seconds, in a sitting position. After this initial rest 

period, subjects began reading manga task. 

The subject read the manga without letter of about 10 to 30 pages 

per trial. For each subject, 27 works (about 5 works per day, 

different manga every time) were imposed. In order to avoid sudden 

temperature fluctuation, the subjects were allowed to enter the 

laboratory 15 minutes before measuring in the room. It was seated 

in front of the measuring device 15 minutes after entering the room, 

and it was measured for 30 seconds before and after resting and at 

the time of viewing comic books. 

In addition, Visual Analogue Scale (VAS) was used as 

psychological indices. In this experiment, five pairs of one apace 

“Pleasant - Unpleasant”, “Joy - Sadness”, “Anger - Fear” “Trust-
Disgust”, “Anticipation-Surprise” words were employed for VAS. 
The subjects were four healthy adults from 22 to 28 years old who 

were well rested the night before the experiment. VAS was written 

before and after the task. 

III. EVALUATION 

In this research we measured the psychological state of subjects 

and their changes in mental and physical condition. We measured 

the psychological state of the subject and the change of 

psychosomatic state. Difference value of psychological state before 

and after task was standardized for each subject. In this research, 

we investigated the influence of nasal skin temperature distribution 

when the arousal of emotions by reading manga. The analysis area 

are shown in Fig.2. In previous research, it is possible that the 

differential value between the cheek and nose is effective for 

detecting emotions of joy. However, it has been clarified in 

previous studies that the edge portion of the face, where there is no 

angle between the thermography and the object to be photographed, 

has been decreased in consequence of reflections estimation 

accuracy was also increased. 

 
FIG. 1. Measurement environment and protocol. 

 
FIG. 2. Analysis area. 
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Therefore, we defined analysis area as the area from the nose root 

to the tip of the nose excluding mouth area, because there is a 

possibility the mouth area was influenced by action such as 

respiration. We compared among the average temperature of the 

nose area to the difference the high and the low temperature pixel 

in the nose area, and the variance value of the nose area as 

evaluation value. In addition, we compared between the results of 

the questionnaire as psychological indices and nasal skin 

temperature as physiological indices. We measured influence of 

temperature distribution by use of an evaluation value calculating 

the difference and the dispersion value between the highest 

temperature and the lowest temperature within the defined area 

IV. RESULT AND DISCUSSION 

Fig.3 shows the results of psychological data standardized for 

each subject. According to the Fig3, it is speculated that the task of 

this experiment have plurality of feeling variations  depending on 

the contents of the manga and was not able to be evaluated with a 

simple index like "pleasant-unpleasant". Some manga have 

increased negative evaluation values such as unpleasant, sadness, 

fear and dislike like no1, 14 and 16, others have increased positive 

evaluation values such as pleasant, joy and trust like no.17, 18 and 

21. Some manga feel close to others feeling about content of manga. 

Focusing on the questionnaire about manga after experiments, there 

were some manga that manga expressions were commonplace and 

boring. Therefore, it is suggested that the feeling was weakened 

when reading the work. There were some subjects reporting that the 

manga was interesting but disliked. 

Fig.4 and 5 show the results of evaluation values of nasal skin 

temperature of subA when reading manga. Focusing on the manga, 

the score of pleasant - unpleasant was the highest, we analyzed. In 

addition, we examined the influence of the evaluation value of nasal 

skin temperature of the subject. Fig. 4 shows a manga whose value 

of pleasant state has increased. In the state of pleasant after reading 

manga, it is suggested that the average temperature of the nose area 

is increasing. On the other hand, In Fig.5, unpleasant index is high 

about the score of manga. As for the manga which became 

unpleasant after reading, the average temperature of nose area have 

been decreasing slightly. Next, the average temperature and the 

difference between the maximum and minimum temperature and 

the variance value were compared with each other. Next, the 

difference between the average temperature and the maximum and 

minimum temperature and the dispersion value were compared. In 

Fig. 5(a), peaks were confirmed with variance values and difference 

values at about 100s after the beginning to read manga. On the other 

hand, the average temperature has been increased at about 110s 

after the beginning to read manga. There is possibility that some 

kind feelings was aroused at 100s after the beginning to read 

manga. There is a possibility that estimation of emotion other than 

"pleasant-unpleasant" is measured by variance value and difference 

value However, In Fig 4,5(b,d), there were some cases where 

temperature have not been decreased. There are several possible 

reasons for this. In some subjects, there were individual differences 

in the influence of the situation resulting from the task, and the 

differences in the temperature exposed on the face caused by these 

individual differences prevented the appropriate evaluate. There 

were individual differences in the areas of the nose where the low 

temperature occurred. Emotion different for every individual. 

Therefore, it is need to rethink health, emotion, intellect, mental 

state, desire, human relations of the person, and corresponding there 

to individually. 
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FIG.4 Nasal Skin Temperature evaluation value (pleasant). 
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FIG. 5. Nasal Skin Temperature evaluation value (unpleasant). 
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The infrared (IR) detectors are used in many applications, such as 
e.g.: telecommunication (free space optics, fiber optics), 
spectroscopy, thermography, medicine, industry and many others.  
That is why, this technology is being developed in several 
directions: high detectivity, low time constant, size, cooling 
requirements, spectral range with multicolor option, and readout 
capability.  The observed progress in construction of modern IR 
photodetectors causes the need to design a new diagnostic tool [1]. 
The parameters of these detectors can be varied within the broad 
values range and a conventional measurement technique are 
becoming less effective. One of the most important detector 
parameter is noise spectral density (NSD). It is usually specified 
in terms of noise current spectra and/or related wideband 
measures [2-3].  The most often, the noise characteristics is 
measured by a direct method using a low-noise signal 
conditioning unit (preamplifier) and spectrum analyzer (lock-in, 
FFT digital analyzer). The main limitations of this measurements 
are noises of the first stage of amplifiers. However, photodetectors 
development characterized by low noise and different resistances 
makes it necessary to develop advanced measuring techniques. 
Nowadays, some techniques have been used to measure noise of 
other electronic devices such as resistors and transistors. In these 
cases, the signal correlation methods have been applied to 
minimize influence of read-out electronics noise [4]. 

The work presents a concept of two read-out electronic units 
(ROU). The units provides to applied cross-correlation method 
(CCM) [5-7]. In comparison to autocorrelation method (ACM), 
the correlation between two-time series (from two-channel signal 
readout) is performed. In CCM-ROU setup, two preamp 
configurations can be implemented (Fig. 1).   
a) 

 

 

 

 

b) 

 

Fig. 1. Scheme of ROU with transimpedance amplifiers (a) and voltage 
amplifier (b) - (unx – noise voltage sources, inX – current noise sources, Rfn – 
resistors, Rdet – device under test). 

 
In practice, the autocorrelation spectrum is determined using 
registered signal from a single channel (Uout1). For CCM method, 
the spectral characteristics is obtained by analyzing signals from 
both channels (Uout1 and Uout2) at the same time.  These presented 
operations determine formulas to calculate output noise signals. 
For ROU with transimpedance preamp (TIA), the voltage output 
noises equal   
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In the case of voltage preamp (VA), the signals are described 

by 
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In Eq. (2) and Eq. (4), there is assumed: un1 = un2 = un, 
 in1 = in2 = in, Rf1 = Rf3 and Rf2 = Rf4. The described relations make 
it possible to calculate the noise figure (NF) of different ROU 
configurations (Fig. 3). The NF was determined depending on the 
DUT resistance and TIA or VA gains (Rf and G). Comparising, 
some results obtained using ACM method are also presented. The 
setup configuration of ROU-TIA provides to minimize influence 
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of its current noise. In the case of ROU-VA, the voltage noise has 
been minimized. 

 
Fig. 3. Calculated NF for ACM (solid lines) and CCM setups (dashed 
line).  

Based on performed analyses, ROU-TIA setup was 
constructed (Fig. 4). In this setup, low-noise preamps with AD797 
op-amp were applied. The developed construction provides to 
register signals that can be processed in ACM and CCM 
procedures.  

 

 
Fig. 4. The constructed ROU-TIA setup  
 

The setup was tested during measurement of the noise density of 
resistors (noise sources) with well-defined noise characteristics. 
The spectrum analyzes was performed using the TiePie HS4 data 
acquisition card and own-developed MATLAB software. The NF 
of this setup for different resistors values was determined and 
compared with theoretical values (Fig. 5). 
 

 
Fig. 5. NF of ROU-TIA for different values of the noise source resistances 
 
The tests results confirmed reduction of ROU-TIA current noise 
influence. 

Finally, the noise measurement of an IR photodetector was 
made (Fig. 6). The results have been compared with data obtained 
using ACM techniques with a commercial low-noise current 
amplifier (model SR570) and with designed single-channel ROU-
TIA (with AD797 op-amp). There is observed 1/f noise 
suppression.  

 
Fig. 6. Characteristics of photodetector noise spectral density of the 
photodetector (NSD). 
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I. INTRODUCTION 

With the recent advanced information society, so-called VDT 

work using computers has been increasing and diseases such as 

VDT syndrome are concerned. 

Therefore, various prior studies on mental burden in VDT work 

are carried out1. These are evaluated by methods such as subjective 

evaluation, saliva test, blood test, brain waves, heart rate, blood 

pressure, perspiration, nose skin temperature etc. 

Subjective evaluation, saliva / blood test etc. require time for 

evaluation. Measurement of brain waves, heart beat, blood 

pressure, sweating, nasal skin temperature, etc. involves restraint of 

sensor attachment and long restraint. Therefore, it is difficult to 

reflect it in actual work, and it is not practical. If evaluation of 

mental burden / burden of workers can be evaluated unconstrained 

while involving actual work, it becomes one index to relieve stress. 

On the other hand, considering ordinary VDT work, it is often 

done in sitting position. Furthermore, there are many works in the 

sitting position in desk work and daily life in the workplace. 

Based on the above points, this study examines a method that can 

evaluate the mental burden in the sitting state simply and 

nonconstraintively. If mental burden / burden in the sitting state can 

be evaluated, it is beneficial for workers to grasp the mental state 

by sitting on a chair regardless of VDT work, desk work and daily 

life. 

A method using images and centroid shaking can be cited as a 

mental evaluation performed by a simple and unconstrained 

measurement method. 

Many previous studies on the former evaluated the mental state 

from real and thermal images. However, since this method is 

evaluated while photographing with a camera, it is applicable for 

VDT work but it is difficult to evaluate everyday life. 

On the other hand, in the previous studies on the center of gravity 

fluctuation, the relation with vision / sound stimulation, physical / 

mental load, fatigue is shown2. Many of the previous studies have 

been evaluated in the standing position, but the evaluation in the 

sitting position is small. Measurement of the center of gravity 

fluctuation in the sitting position has an advantage that it can be 

easily measured by incorporating a pressure sensor in the chair. 

Therefore, in this research, we investigate whether the mental 

load of subjects can be evaluated simply by measuring the center of 

gravity fluctuation in the sitting state.  

 

II. PROPOSAL METHOD 

In this research, two centroid motion sensors were used to 

measure the center of gravity sway of the buttocks and feet. The 

center of gravity swing meter used was set to a sampling frequency 

of 100 Hz on a balance Wii board (hereinafter referred to as Wii 

board). The Wii board can be handled as a cordless measuring 

instrument by connecting with a PC with Bluetooth. The 

installation position was assumed to be the sitting position and it 

was set at the bottom two parts of the buttocks and feet. 

Experiments were conducted with the unit tilted always horizontal. 

The Wii board can not be measured properly unless it is supported 

only by the strain gauge type force sensor built in the four corners. 

For that reason, the chair adopted a flat seating surface and laid a 

cushion on the center of gravity swaymeter. On the foot part, we 

did not put the cushion on the floor assuming the Wii board directly 

in contact with the floor. 

For the measurement, the method shown below was performed 

for each subject for 30 minutes. We evaluated the effects on body 

and mind every 5 minutes together with the physiology and 

psychological index described later. 

Subjects were seven healthy adults (average age 23.8 ± 4.1, male 

6, female 1) without severe neurological, academic, or orthopedic 

diseases that had a clear influence on task performance. 

The contents of the experiment were VDT worked in the chair 

sitting position and the x - y coordinates of the center of gravity at 

each sampling time were recorded. 

VAS (Virtual Analogue Scale) was used as an indicator of mental 

load. Since the VAS can quantitatively evaluate the sensory 

measure of the subject, we measured changes in the psychological 

state and mental and physical condition of the subjects. 

 

 
Fig1    Experiment procedure 

 

III. REFERENCES 

 In previous studies in the past, research has been conducted to 

calculate the outer circumference area per minute and the track 

length per second and compare the data for each subject. 

Experiments were also conducted in this research, in the same 

procedure as in the previous study3. However, it was not possible 

to obtain significant results in the outer circumference area and total 

travel distance.  

Therefore, in this research, we focused on the vector formed by 

the center of gravity fluctuation and evaluated it. The vector is an 

angle to the next acquired coordinates with the origin acquired from 

the coordinates acquired every sampling time. We divided the 

vector of the center of gravity fluctuation by 15 degrees, and 

focused on the average moving distance, the maximum moving 

distance and the number of times of movement, respectively. As a 

result, the center of gravity fluctuation during the VDT operation in 

the sitting state concentrated in the anteroposterior direction and 

was not seen in the lateral direction much. In all subjects, there was 

a correlation of 0.9 or more between the average movement 

distance and the movement frequency. Therefore, in this research, 

we focus on the average moving distance and show the maximum 

140



 

 

UPON 2018, GDANSK, JULY 9-13, 2018                                                                                                                          2  

 

and minimum transition of the average moving distance throughout 

the experiment as follows. 

 

Table１ The maximum and minimum angle at which the 

average moving distance at the foot portion 
Subjects A B C D E F 

Max -90

～-75 

-90

～-75 

-90

～-75 

-90

～-75 

-90

～-75 

-90

～-75 

Min 165

～180 

-180

～-165 

-180

～-165 

165

～180 

165

～180 

165

～180 

 

The angle is set to 0 degree on the right side, positive angle on 

the front side and negative angle on the back side. From the results 

in Table 1, it was confirmed that all the subjects were in common 

and the foot moved the most to the right rearward, but not moved 

to the left most. When attention was paid to other angles, it was 

found that the foot part moves much in the anteroposterior direction 

and is small in the lateral direction. 

Also, it was confirmed that the buttocks are moving most to the 

right side of the right side, but not moved to the left front most. 

From Table 1, it was found that the concentration was concentrated 

in one direction. Even though attention was paid to other angles, 

there was no significant difference from the feet. 

It was found that there are many movements in the 

anteroposterior direction in common with the feet and buttocks and 

it is found to be small in the lateral direction. 

As for VAS, negative correlation was observed with 

concentration and fatigue degree, so we attention on concentrating 

ability and evaluate. Table 2 shows the VAS for each subject. 

Figures 2 and 3 show the transition of the maximum average 

travel distance at the above angle. 

 

Table2   VAS of each section of each subject 

Time ～

5min 

～

10min 

～

15min 

～

20min 

～

25min 

～

30min 

A 8 7 6 4 3 2 

B 7 7 6 4 4 3 

C 8 7 7 6 6 5 

D 8 7 6 4 3 2 

E 10 9 7 4 2 3 

F 9 8 6 4 2 2 

 

 

 

 
Fig2  Transition at an angle at which the average     

          moving distance of the foot portion is the maximum 

 

 
Fig3  Transition at an angle at which the average moving 

distance of the foot portion becomes the minimum 

 

IV. CONSIDERATION 

When the angle is not limited, a correlation of 0.9 or more was 

found between VAS and average moving distance. In other words, 

it turns out that when the person is not concentrating, the movement 

of the center of gravity of the foot part is seen more often. However, 

the value of the correlation between VAS and average moving 

distance varied among subjects when limiting the angle with the 

largest mean moving distance. Some subjects moved many centers 

of gravity in one direction but some subjects are not always so. As 

for the cause this time, we tried the experiment with fixed attitude 

to sit on the subject but the possibility of experimenting with the 

posture different from usual. From now on, subject information 

such as attitude and body weight in the state of the sitting position 

of each subject is further refined and applied to the results obtained 

in this research so as to obtain meaningful results. 
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I. INTRODUCTION 

Synovial fluid that fills the joints is a very dynamical 
multicomponent system. Most abundant in synovial fluid 
hyaluronic acid (HA) and phospholipids (PL) are key constituents 
of the lubricating molecular layer in synovial joint organ systems1. 
Long hyaluronic acid chains (in contrast to the short fraction 
characteristic for osteoarthritis) in combination with phospholipids 
has a tendency to cross-link through the formation of intra- and 
inter-chain hydrogen bonds, Fig. (1), as well as through 
hydrophobic interactions between polar residues. The formation 
and breaking of hydrogen bonds between elements of hyaluronic 
acid can be a source of noise at the molecular level2,3. 
 

 
 
FIG. 1. Simulation snapshot showing HA chain with indicated 
hydrogen bonds marked with a yellow dotted cylindrical lines. 
Atoms are colored as follows: light blue - carbon, dark blue - 
nitrogen, red – oxygen and white - hydrogens. 

II. METHODS AND RESULTS 

Using Molecular Dynamics simulations we show that in contrast 
to the macroscopic thermal (white) noise2,3 the short-time noise 
on the molecular scale has the properties of color noise4 with the 
power spectrum distribution (PSD) proportional to the inverse of 
frequency: 

 , (1) 
 

where f is frequency and α is power spectrum exponent, Fig. (2). 
We also show that the long-time simulations are characterized 

by a power spectrum similar to that of white noise.  
The simulations were carried out for long and short chains of 

hyaluronic acid in the presence and absence of phospholipids. 
Because in the biological system the temperature is a very 
important factor that affects many biological processes we also 
examine the influence of the temperature on the PSD in all 
mentioned scenarios. 

 

 
 
FIG. 2. An example results obtained for short-time simulation of 
HA-PL system for temperature equal 310 K. The summary energy 
change in time of H-bonds (left) and power spectrum of the 
energy change (right). Red dotted line represents fitting function 
of the PSD. 

III. SUMMARY 

Modern techniques of measurement allow to tracking of 
individual molecules, e.g. single molecular tracking, which are 
very sensitive to any fluctuations of the measured parameters5,6.  

The question is whether these methods will be able to record 
energy changes with frequencies characteristic of the formation 
and breaking of hydrogen bonds. If so, the presented analyzes may 
be useful in the removal of noise and interpretation of 
measurement results. 

 ACKNOWLEDGEMENTS 

This work was supported by an internal Grant No. BS39/14 of the 
Institute of Mathematics and Physics of the UTP University of 
Science and Technology in Bydgoszcz. 
 
 

 
1 J. Siódmiak, P. Bełdowski, W. K. Augé II, D. Ledziński, S. 

Śmigiel, A. Gadomski, Molecules 22/9, 1436 (2017). 
2 N. Wax, Ed., Selected Papers on Noise and Stochastic 

Processes, Dover Publications, New York 1954. 
3 P. Hänggi, P. Jung, Adv. Chem. Phys. 89, 239 (1995). 

4 Z. Zhi, S. Nan, F. Haiping, W. Rongzheng, Phys. Chem. 
Chem. Phys., 18, 30189 (2016). 

5 C. Zhou, X. Li, Z. Gong, C. Jia, Y. Lin, C. Gu, G. He, Y. 
Zhong, J. Yang, X. Guo, Nature Commun., 9, 807 (2018). 

6 C. Manzo, M. F. Garcia-Paraj, Rep. Prog. Phys. 78, 124601 
(2015). 

142



 

 

UPON 2018, GDANSK, JULY 9-13, 2018                                                                                                                          1  

 

Noise measurements in supercapacitors at selected floating voltages 
 

 

Arkadiusz Szewczyk, Łukasz Lentka, Janusz Smulko 
Gdańsk University of Technology, Faculty of Elwctronics, Telecommunications and Informatics,  

Department of Metrology and Optoelectronics,  

80-233 Gdańsk, ul Narutowicza 11-12  

szewczyk@eti.pg.edu.pl 

 

 

 

 

I. INTRODUCTION 

Supercapacitors are devices that are capable to store relatively 

high amount of energy in comparison with its mass. On a Ragoon 

plot, where the power density versus energy density of devices is 

presented, supercapacitors are placed between classical capacitors 

and batteries1. Due to low equivalent series resistance (ESR) the 

supercapacitor could be charged/discharged with high current, even 

of hundreds of Amperes.  

Increasing market of supercapacitors and growing number of 

applications requires control of its electrical parameters and quality. 

Supercapacitor’s quality is usually derived from its capacitance C, 

resistance ESR, equivalent distributed resistance EDR, and 

impedance. Commonly used methods of supercapacitors’ testing 

are: cycling voltammetry (CV), galvanostatic cycling with potential 

limitations (GCPL), impedance spectroscopy. These parameters are 

observed at accelerated aging2-6. All those methods are based on 

observation of current and voltage during forced 

charging/discharging of the supercapacitor at selected polarization 

conditions. 

Very sensitive and promising method of quality and reliability 

assessment is based on low frequency noise (flicker noise) 

measurements. It’s widely used for semiconductor devices, sensors 

of various characters, electrochemical units, chemical reactions as 

corrosion, and other random phenomena7-12. It’s sensitive to 

structure impurities, any defects or even tiny degradations. The 

detailed procedure is not obvious, as those devices have huge 

capacitance and therefore flicker noise can be dominant at very low 

frequency range only. 

II. NOISE MEASUREMENT SET-UP 

Noise measurements require stable conditions and low inherent 

noise of the measurement set-up. In a case of supercapacitor the 

relatively high capacitance results in a very low frequency of low 

pass filter formed by its capacitance and loading resistance 

connected to the supercapacitor’s terminals. Thus, only very low 

frequency noise generated inside supercapacitor may be observed 

and measurement time have to be relatively long, up to a few hours 

to estimate power spectral density at limited random error. 

To ensure stable conditions of noise measurements, we decided 

to measure noise during supercapacitor’s discharging through the 

selected loading resistance. The measurement set-up is shown in 

Fig. (1).  

As a source of voltage and current for polarizing the specimen a 

computer controlled by potentiostat/galvanostat was used. The 

tested supercapacitor (DUT) is connected to the measurement set-

up through a switching unit. This unit can disconnect the sample 

from current/voltage source during noise measurements.  

 

 

a) 

 
b) 

 

FIG. 1. Measurement set-up of noise recording: a – block 

diagram, b – schematic of polarizing and switching unit. 

Measurement procedure starts with charging the specimen to the 

selected voltage. Then, the DUT is kept at this voltage for 2 h to 

charge the structure. Next, the specimen is disconnected from a 

voltage/current unit and the loading resistor is connected and next 

voltage across the supercapacitor is recorded by data acquisition 

board. The capacitance and equivalent series resistance ESR of 

specimen were also measured. 

In the experiment two types of supercapacitor’s samples were 

used. The samples differ in a composition of active carbon 

electrodes used for their fabrication.  

III. MEASUREMENTS RESULTS 

In the experiment noise was measured at selected floating 

voltages. The voltages were: 0.5 V, 1.0 V, 1.5 V, 2.0 V, 2.5 V and 

next 2.0 V, 1.5 V, 1.0 V, 0.5 V. For each voltage, the samples were 

floated for 2 h and noise was recorded across the loading resistor of 

200 Ω. After each run, the specimen was refreshed by applying the 

procedure of discharging by short circuiting and next slightly 

negative polarization.  

The recorded data consists of a strong component decaying close 

to exponential function and corresponding to capacitor discharge 

voltage and less intense additive noise component.  

The main component was removed by applying trend removal 

procedure13 and power spectral density of the identified additive 
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noise was estimated. Exemplary spectrum is shown in Fig. (2). 

Spectrum exhibits 1/f – like noise component at very low frequency 

range, below 3 Hz, and white noise component above this point. To 

compare noise level for different polarizing voltages the mean value 

of 1/f component and mean value of white-noise component was 

calculated. Results for PB11 samples are shown in Fig. (3) and 

Fig. (4).  
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FIG. 2. Power spectral density of additive noise voltage of the 

specimen PB11 observed at different polarizing voltages 

 

FIG. 3. Mean value of the product of power spectral density 

multiplied by frequency f2 of discharge voltage of PB11 sample at 

the frequencies when 1/f noise dominates 

 

 

FIG. 4. Mean value of power spectral density of discharge 

voltage of PB11 sample for white-noise region 

A small increase in intensity of noise is observed for both, 1/f 

and white noise region.  

IV. CONCLUSIONS 

Presented results of low frequency noise measurements in 

supercapacitors confirmed that the developed measurement set-up 

and methodology of low frequency noise measurements enable 

identification of 1/f-like noise component. Flicker noise was 

observed at frequencies below 1 Hz.  

The investigated devices increased noise intensity when high 

polarizing voltages was applied (e.g., 2.5 V). At lower voltages 

flicker noise remains almost unchanged, although for the second 

part of the experiment (voltages from 2.0 V to 0.5 V) noise intensity 

is slightly higher. It could be caused by either the memory effects 

in the structure of the specimen or by device degradation. More 

experiments are required to investigate this issue and to give 

conclusive remarks.  
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I. INTRODUCTION 

Composite materials with carbon nanoparticles are widely used 

in various modern electronic and bioelectronic devices1-4. The 

electromagnetic properties of composites strongly depend on the 

features of conductive particles, their density, distribution, etc. 

Therefore, varying the nanoparticles and their properties, 

materials with desired characteristics can be fabricated. In addition 

to the mentioned, the composites with carbon nanoparticles have 

the immunity to the excess electrical noise that, in general, tends 

to increase as dimensions of the structure decrease. Carbon 

nanoparticles behaving as covalently bonded metallic wires are 

less susceptible to such fluctuations. This aspect enables 

composites with carbon nanoparticles widely employ in 

nanoelectronics. 

One of the important features of the isolator/conductor 

composite material is the percolation threshold. It is aimed to 

obtain a low percolation threshold with the minimal density of 

expensive fillers (as carbon nanotubes are). Usage of more than 

one type of carbon nanoparticles in one material makes possible 

electrical transport in different fillers’ percolation networks 

together, what decreases the percolation threshold5. Therefore, 

polyphase composites even more enlarges opportunities to 

fabricate materials with wanted characteristics. 

Comprehensive characterization of new materials is of high 

importance before employing them for devices’ fabrication. The 

noise characteristics are very sensitive to the physical processes 

that take place in various materials and structures. Their analysis 

helps to clear up the charge carrier transport and conduction 

mechanisms in disordered materials (as the composite materials 

are).  

The purpose of this work was to investigate the low frequency 

noise and resistivity characteristics of polyphase composites with 

onion like carbon (OLC) and multi-walled carbon nanotubes 

(MWCNTs) in order to clear up the influence of the density of 

different carbon nanoparticles to the electrical characteristics of 

the composite. 

II. MATERIALS 

The investigated materials are polyurethane composites with 

various density of carbon nanotubes and onion like carbon 

particles. The materials are polyphase composites – contain both 

OLC and MWCNTs5. In this work there are presented results for 

materials with: 

-5 wt% OLC and 0.5 wt% MWCNT; 

-7 wt% OLC and 0.5 wt% MWCNT; 

-7 wt% OLC and 1 wt% MWCNT; 

-7 wt% OLC. 

Polyurethane, manufactured using the Clear Gloss MINWAX1 

technology, was used as a bonding matrix. Multi-walled carbon 

nanotubes with a diameter about 20 nm and a length 5-10 μm and 

onion like carbon nanoparticles with diameter about 100 nm were 

used as nanofillers. MWCNTs were purchased from Amorphous 

Carbon Materials Inc., while OLC was manufactured using 

vacuum heating from exploded nano diamonds5-8. The 

investigated composite materials distinguish by semiconductor’s 

properties and are above the percolation threshold.  

III. MEASUREMENT TECHNIQUE 

Comprehensive measurement of resistivity and low frequency 

noise in a wide range of temperature (75 K - 365 K) have been 

performed. The measurement of the resistivity characteristics was 

carried out by a digital analyzer "Keysight Technologies 

B1500A". The noise measurements were performed in a specially 

shielded laboratory to avoid interference from electrical network 

and communication systems. Noise spectra were measured in the 

frequency range from 10 Hz to 20 kHz. 

The measured noise signal was processed by a low-noise 

amplifier, a filter system, and an analogue digital converter 

(National InstrumentsTM PCI 6115board)9. The measuring scheme 

is presented in Fig. (2). The load resistance, Rload, was at least 10 

times smaller than the resistance of the sample under test. These 

conditions were chosen to guarantee the constant voltage 

operation – current fluctuations were measured.  

 

 
FIG. 1. Scheme of the measuring system. 

 

The noise spectral density was calculated using the standard 

Cooley–Tukey Fast Fourier Transform algorithm and evaluated by 

comparison with the thermal noise of the standard resistor 

(described by Nyquist’s theorem), which was at the room 

temperature, and also used as a load resistor. The voltage noise 

spectral density was evaluated according: 

𝑆𝑈 = 4𝑘𝑇𝑅load
𝑆−𝑆load

𝑆load
(

𝑅load+𝑅

𝑅load
),  (1) 

 

where S and Sload are the noise variances of the sample and the 

standard resistor, respectively, in the narrow frequency band Δf; T 

is the absolute temperature of the standard resistor, R is the sample 

resistance, Rload is the standard resistor resistance and k is the 

Boltzmann constant. 

IV. RESULTS AND DISSCUSSION 

The resistivity values of the investigated materials differ 

depending on the type and density of the carbon nano particles. Up 

to a voltage of 1 V the resistivity is constant apart for the material 

without MWCNTs (with 7 wt % OLC fillers) (Fig. 2). At higher 

voltage the resistance of the investigated materials decreases (Fig. 
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2), what is typical for composites with conductive fillers (carbon 

nanoparticles can be treated as having the metallic conductance).  

The composite with 5 wt % OLC, 0.5 wt % MWCNT fillers 

have the largest resistance and the composite with 7 wt % OLC, 

1 wt % MWCNT fillers distinguish by the smallest resistance 

comparing the investigated materials (Fig. 2). The density of the 

OLC fillers has greater influence to the composite’s conductivity 

comparing to the MWCNTs. If 7 wt % of OLC fillers are present 

in the material, its resistivity is comparably low (about 1- 

100 kΩ m). The MWCNTs addition to the composite slightly 

decreases the resistivity, but it does not have a strong effect.  
The resistivity dependencies on temperature are presented in 

Fig. 3. At low temperatures (up to 172 K) the resistivity decreases 

when   the   temperature   increases.   At   these   temperatures   the 
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FIG. 3. Resistivity dependence on temperature at fixed 

voltage. 

resistivity can be well approximated as 1/T (Fig. 3), what suggest 

that fluctuation induced tunneling dominates in the charge carrier 

transport10. At higher temperature the resistivity starts to increase 

due to polyurethane matrix expanding; and above 357 K the 

resistivity decreases as conductivity in the matrix starts.  

The low frequency fluctuations of the investigated materials 

distinguish by 1/f α-type and Lorentzian-type spectra (Fig. 4). 1/f α-

type fluctuations are an outcome of the superposition of many 

generation and recombination processes of similar intensity and 

with widely distributed characteristic times. At particular 

temperatures Lorentzian-type spectra are observed what indicates 

intensive generation and recombination processes with 

characteristic times ranging from 0.1 µs to 1 µs (e. g., curves at 

85 K and 93 K in Fig. 4). 
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FIG. 4. Voltage fluctuation spectra at different temperatures for 

composite with 7 wt % OLC fillers at 9.1 V. 

The noise spectral density is proportional to the voltage square. 

Therefore, the observed voltage noise is caused by the resistance 

fluctuations that originate from the random charge carrier capture 

and release processes in defects’ formed centers.   

V. CONCLUSIONS 

The low frequency noise and resistivity characteristics of 

polyphase composite materials with onion like carbon and multi-

walled carbon nanotubes were investigated. The low frequency 

noise spectra comprise of 1/f α–type and Lorentzian-type 

components. 

The predominant charge carrier transport mechanism in the 

investigated materials is tunneling controlled by the charge carrier 

capture and release processes in defects’ formed centers. And it 

does not depend on the density of the carbon nanofillers (for the 

investigated ranges). 
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I. INTRODUCTION 

There is a lot of interest in the study of nanostructured 
composite materials, especially ZnO, due to the possibility of 
obtaining ultraviolet sensors - photodetectors (PD). Measurements 
of the spectral density of present noise were made in the form of 
nanomaterial layers - ZnCoO. Low frequency noise measurement 
is also widely used as a powerful tool to study the distribution of 
traps and defects in semiconductors. It has been found that in 
comparison with other spatially disordered materials, these 
samples show a low degree of resistance changes which changes 
with ultraviolet (UV) blooming. 

As a broadband semiconductor (Eg = 3.3eV), the easily 
produced semiconductor, zinc oxide (ZnO) has a lot of interest 
due to the potential for a wide range of optoelectronic applications 
and is a functional material. One of the important applications is 
based on ZnO UV light sensor [1]. ZnO can also be used in 
photovoltaic devices, light emitting diodes, solar cells and gas 
sensors. In addition to the two-dimensional (2D) ZnO layers, it is 
also possible to increase 1-dimensional (1D) ZnO nanostructures, 
such as nanowires and nanotubes. This photoconductive gain 
depends strongly on the interfacial properties of the 
nanostructures. Compared to 2D thin-film PDs, it has been shown 
that PD with 1D nanostructures can provide large internal 
reinforcement due to the high efficiency of hole and electron 
separation on the surface. Doping can also significantly improve 
both the optical and electrical properties of 2D ZnO thin films. In 
this work we present the results of low frequency noise 
measurements from polycrystalline Zn-based polycrystalline 
layers in the dark as well as under UV radiation under normal 
conditions.    

 

II. EXPERIMENTAL PROCEDURE  

In this study, polycrystalline layers were used in ZnO-cobalt-
doped layer synthesized on Al2O3 substrate by pulsed laser 
deposition. The samples were made by the laser spraying the 
target at 30 ° C for 30 minutes. A rectangular sample measuring 
7.0 x 3.0 mm was made to test the electrical conductivity of the 
material. Metallic Ag contacts were then made. Photoelectronic 
and noise properties will also be discussed. ZnO 
photoconductance is often dominated by surface-mediated 
phenomena, and oxygen chemisorptions always play a key role in 
photosensitivity regulation. A high-quality ceramic ZnO disk was 
used as the target source. The pressure in the chamber was 
maintained at 10-6 Pa during the sputtering process. The thickness 
of the films ZnO was about 300 nm. The sample was placed in a 
shielded kilt. Amplifier was 100 by UNIPAN amp. The noise  

 

current was fed to the low level amplifier and the output signals 
were analyzed using a DSO oscilloscope (Fig. 1a). The current 
intensity has been set by the maximum allowable input voltage 
applied to 1 mA. The observation time was set at sampling rates 
of 4096/s and 256/s, which corresponds to two spectra from 10 to 
106 1/s, obtained in the fast Fourier transformation of the DSO 
oscilloscope. The frequency range of 10 Hz ÷ 1 MHz was selected 
for noise measurements. To determine the frequency content of 
the sampled signal, the discrete Fourier transform – DFT was 
used. The resolution that is obtained in the frequency domain 
depends on the time at which N samples of the input signal were 
collected. This time was related to the sampling frequency fs and 
the length of the recorded record N as t = N/fs. Then the number of 
collected samples required to obtain the appropriate resolution ∆f 
is N = fs/∆f. The measurements were carried out in non-
equilibrium conditions: the sample was polarized with a constant 
voltage. Both the voltage on the sample and the voltage on the low 
noise (wire) series resistor with known resistance Rs were 
monitored. 
 

III.  RESULTS AND DISCUSSION  

 The figure that shows the noise spectrum measured at 
approximately 30 oC. The spectral power density of the measured 
Sv voltage fluctuations is presented. The spectral shape has also 
been corrected due to the amplifier transition function for the used 
amplifier. The power density DFT PD in Fig. 1b. The sample 
shows the typical fluctuation characteristics of the time constraints 
and the frequency of ZnO photoconductive detectors. It is noted 
that the noise curve ZnO w is linear. While the ZnO layer is UV-
exposed, the electric current increases significantly. The 
characteristic frequency dependence has the form 1/fα, (alpha 
parameter ≈ 1). In this case, the spectral density of the 
fluctuations, for example the voltage, can be shown in the SV (f) 
form, and for the relative SN fluctuations (f) we have SN (f) = GV 
(f)/V2 = GR (f)/R2, where V, R are the average voltage and 
resistance of the test sample, and GV (f), GR (f) are the voltage and 
noise resistance spectra respectively [3].    

  Low-frequency noise, measured by UV radiation, is an order 
of magnitude higher in the dark. In the samples, the dependence of 
the spectral noise characteristic as 1/f was observed as well as the 
square dependence of its intensity on the average voltage. 1/f low 
frequency noise behaviour is observed on ZnO layers both in the 
dark and under UV illumination. The shape of the image of the 
excited noise shows that oscillations from the processes are 
observed, delaying the capture of oxygen by states with a broad 
continuous distribution of the energy level. Thus, the samples of 
nanostructured ZnCoO under investigation show a very low level 
of excess noise 1/f, which apparently results from very small 
spatial dimensions of material inhomogeneities. 
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The increase is related to the photo-induced noise component, 
which results from the oxygen-related random processes 
associated with the holes, the trapped members are at the 

interface. It is assumed that this is due to the uneven distribution 
of the interstitial barrier. Holes migrate at the grain boundaries 
and recombine negative oxygen ions, which can cause uneven 
state of traps associated with oxygen or uneven grain barrier 
distributions in ZnO polycrystals. After lighting with the energy of 
the photon around the energy reserve, photogeneration is partly 
electron-hole. The holes migrate to the interface along the 
potential slope, appear when the strip is bent, and the negative 
oxygen ions are unloaded, which leads to the holes being trapped. 
Collection of negatively charged oxygen ions at the grain 
boundary reduces the height of the intergranular barrier, which 
leads to an increase in conductivity with the participation of 
photogenerated electrons. The low frequency noise of the ZnO 
layers shows the proportionality f-α similar behavior in both 

darkness and under lighting, where there is the frequency 
indicator. As you can see, the spectrum of measured fluctuations 
differs significantly from the l/f ratio. The f·S from f plot has a 
maximum for the frequency fmax = 3 kHz. The time scale of 
changes is shown in Figure 1a. As to other semiconductors, point 
defects also play an important role in the electrical and noise 
properties of the ZnO layers. To determine if the noise of the ZnO 
layer is derived from point defects, a measurement of noise in UV 
light was performed, which gives a higher conductivity. In the 
presence of UV light, the measured noise is usually one level of 
magnitude higher than the dark noise. Of course, the increased 
density of carriers caused by UV illumination and the higher 
spectral power density of the noise can not be interpreted by G-R 
activity, which is caused by defects in electron trapping. ZnO 
polycrystalline wastes were prepared in PLD methods; Oxygen 
molecules were absorbed at the ZnO grain boundary and captured 
free electrons from n-grains. As a result, negatively charged 
oxygen ions arose around the ZnO grain boundaries that act as 
trapped oxygen-associated states. A series of stochastic processes 
(trapping electrons) occurs, causing fluctuations in the dark 
current. After lighting with photon energy above Eg, there are 
photogenerated electron-hole pairs. Anigilation of holes with 
negatively charged oxygen ions at the grain boundaries reduces 
the height of the inter-spherical barrier, which leads to increased 
conductivity with the participation of photogenerated electrons 
[4].          

The indexed noise component contributes to an increase in the 
noise level in UV illumination by one order of magnitude. The 
superposition of kinetics of cargo trapping and migration has a 
continuous distribution of relaxation times. Distribution of 
activation energy would be almost constant in a sufficiently wide 
range to show 1/f noise. Some holes migrate to the grain 
boundaries and discharge negatively charged oxygen ions, which 
has a non-uniform distribution of oxygen-bound trap states or 
uneven distribution of intergranular barriers in the ZnO layer. 

 

IV. CONCLUSIONS 

The current level of noise in ZnCoO nanostructural layers was 
investigated. Based on experimental research, it has been shown 
that the normalized spectral power density characteristic of 
disordered systems has an excessive 1/f-type noise. Excessive low 
frequency noise is usually a decisive factor in the spatial 
heterogeneity of semiconductor materials. It has been found that 
in comparison with other spatially unordered materials, these 
samples show a low degree of resistance changes which changes 
with ultraviolet (UV) lighting.  
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Bus departure: 16:00 (meeting at the front of the Main Building, Gdańsk University of Technology). 

Gdańsk Main Town: 

 Green Gate, The Long Warf and the Motlawa river 
 Mariacka Gate 
 The Old Crane 
 Mariacka Street, St. Mary's Basilica 
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 Golden Gate, Prison Tower, Long Street and  The Long Market,  Main City Hall, Artus Court, Golden 
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 Piwnica Rajców from 6.00 pm - regional beer tasting, dinner  

(address: Długi Targ 44, 80-980 Gdańsk, in front of the Neptune's Fountain). 

Return to the hotels/dorms on your own. 
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