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Symbols used in this thesis

General symbols
L — operator
u — function
α — scalar parameter
A — matrix
a — vector of parameters
~A — vector function
~At — transverse component of a vector function
Az — longitudinal component of a vector function
Ax — x component of a vector function in Cartesian coordinates
Ay — y component of a vector function in Cartesian coordinates
¯̄α — tensor
¯̄αtt — transverse component of a tensor
αzz — longitudinal component of a tensor
z — longitudinal direction
j — imaginary unit
I — unit matrix
~ız — unit vector in longitudinal direction
~n — unit vector normal to a surface
<(.) — real part
=(.) — imaginary part
(.)∗ — complex conjugation
(.)−1 — inverse of an operator
(.)T — transpose of an operator
(.)H — Hermitian transpose of an operator
< ., . > — inner product
< ., . >p — pseudo-inner product
(.)× (.) — vector product of two vectors
(.) · (.) — scalar product of two vectors

Physical quantities
~D — electric flux density
~B — magnetic flux density
~E — electric field intensity
~H — magnetic field intensity
¯̄ε — permittivity tensor of the medium
¯̄µ — permeability tensor of the medium
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εr — relative permittivity of the medium
µr — relative permeability of the medium
ε0 — permittivity of the vacuum
µ0 — permeability of the vacuum
c — speed of light in the vacuum
ω — angular frequency
f — frequency
βz — propagation constant

Operators
∇× (.) — rotation operator
∇ · (.) — divergence operator
∇(.) — gradient operator
∇t · (.) — transverse divergence operator
∇t(.) — transverse gradient operator

Functions
δ(k, l) — Kronecker symbol (δ(k, l) = 0 for k 6= 1, and δ(k, k) = 1)
Ji(r) — Bessel function of order i
Ni(r) — Neumann function of order i



Chapter 1

Preface

1.1 Motivation and background

Many fundamental laws of physics are described by partial differential equations. In order
to understand and predict the behavior of nature, one has to have means to resolve these
equations for various boundary conditions. To this end many techniques have been devised
in the last century. In the modern world, in which a computer became a commodity, the
most popular approach is to take advantage of their data processing speed to perform all
the calculations. With the constant progress in performance of personal computers the
numerical modeling of various processes is gaining importance and momentum.

One of the simplest methods of the computational approach to differential equations
in general, whose origins go back way before the computer age1, involves replacing the
continuous domain with a discrete one and evaluate the derivatives with approximate
formulae based on the Taylor series. In other words, one writes down the equations repre-
senting laws of physics in a finite number of space points. The derivatives are represented
by a simple linear combination of field values defined at neighboring points. Usually
the points are arranged in a form of a structured mesh. For elliptic partial differential
equations, this approach results in a system of linear equations which are then solved by
means of standard linear algebra methods. For parabolic and hyperbolic systems one gets
implicit or explicit iterative schemes which describe the evolution of field with respect to
a selected variable.

The approach described above is at the heart of the family of various numerical tech-
niques which are known as finite-difference methods [3, 48, 86]. Along with the finite-
element methods [36,86] they form the core of the majority of general purpose numerical
solvers which are designed to solve partial differential equations. One obvious corollary
is that assuming an infinite precision of computations, the accuracy of the solution in the
finite-difference method depends primarily on the density of the mesh points. In the basic
algorithm the local error of evaluation the derivative is proportional to h or h2, where h is
the distance between points in the mesh. The simplest way on increasing the accuracy is
to refine the mesh. However, this technique increases the both the memory requirements
and the solutions time, regardless of the type of partial differential equation being solved.
Over last five decades considerable efforts have been made to improve the accuracy and
performance of the finite-difference methods in various applications. One of the areas
where a remarkable progress can be noted is computational electromagnetics.

1Ames [3] notes that Euler used this approach as early as in 1768.
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Understanding the behavior of electromagnetic fields in complex environment is cru-
cial for the development of modern civil and military communication systems including
the Internet, mobile telephony, satellite TV. The physics of electric and magnetic fields
is described by Maxwell’s equations which, from the mathematical point of view, form
a set of six partial differential equations in a four dimensional space-time continuum.
Accordingly, finite-difference methods are a natural candidate for the numerical analy-
sis of electromagnetic phenomena. Historically, the finite-difference techniques were first
applied to static problems in which the electric or magnetic field can be described by
a single scalar potential. In this case the boundary value problem becomes a classical
Laplace equation:

∇2U = 0 (1.1.1)

where U is a scalar potential. Solving this equation for various boundary conditions yields
not only field distribution but also allows one to calculate the capacitance or inductance
of a system under consideration.

The static analysis is sufficient for microwave transmission lines supporting TEM or
quasi-TEM modes. To analyze waveguides supporting purely TE or TM waves the har-
monic steady state can be assumed. In this case, Maxwell’s equation can be reduced to a
2D scalar Helmholtz equation in the form

∇2U − k2
0U = 0 (1.1.2)

where k is the wavenumber of a plane wave in an isotropic medium. Here, the application
of the finite-difference technique leads to a standard matrix eigenvalue problem with a
sparse five diagonal matrix [3, 48, 68]. The solution of this problem gives one the cutoff
frequencies and field distribution for modes supported by the waveguide. A similar 3D
equations can be formulated for isotropic resonant cavities. Obviously, both Laplace and
Helmholtz equations can be analyzed with the right hand side source terms, in which case
one gets the response of a system to a given excitation. In context of electromagentics this
yields such parameters as monostatic and bistatic radar cross-section, scattering matrix
etc.

For scalar fields the application of the finite difference technique is straightforward,
at least for the interior problems. The finite difference analysis of simple waveguides and
resonators was developed in the 70 [18,32]. However, when scalar potential alone cannot
be used and more than one field component enter into the equations, new problems
arise. One of these problems concern the choice of the discretization points. Should
all the field components be defined in the same points or should there be a separate
mesh for each components? The answer to this question has lead to development of one
of the most important numerical techniques in computational electromagnetics. In 1966
while investigating the finite-difference formulation of Maxwell’s equations in time domain
(initial value problem), Yee [90] suggested a discretization scheme (fig.1.1.1b) in which two
interleaved meshes are used. The crucial point in the discretization scheme is that both
electric and magnetic fields are represented. Each electric field component is surrounded
by four magnetic field components which form a rectangular cell in a perpendicular plane.
The same is true for each magnetic field which is circulated by four perpendicular electric
fields. Due to this arrangement it is very easy to write down the discrete version of the
Faraday and Ampère laws and express the coupling between electric and magnetic field
underlying Maxwell’s equations. This idea of two interleaved meshes and discretization
of both electric and magnetic field components is a remarkable departure form a rather
natural tendency to simplify the numerical solution of the problem at hand by eliminating
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(a) (b)

Figure 1.1.1: Single mesh (a) – all components are defined in the same mesh points,
and Yee’s mash (b) – two interleaved grids with different components defined on different
points.

quantities linked by analytical relations. In the case of Maxwell’s equations, one can
readily convert them to a wave equation. In the process, the electric or magnetic field is
eliminated and the number of unknowns is halved. If this is done before discretization,
only a single grid can be applied and this version of the finite-difference approach is still
used by some authors [1, 8, 24, 70, 71].

Yee used a dual mesh approach to develop a marching-in-time explicit update algo-
rithm for the analysis of transient phenomena. Since both electric and magnetic fields
are involved, the field update proceeds in a leap-frog manner. This is to say that only
one field (electric or magnetic) is calculated in a given iteration. Once this field has been
calculated for the particular moment in time, the complementary field can be advanced
by half-time step. Although extremely simple in implementation, the technique of Yee
requires considerable computer resources. For a simplest problem it requires at least three
times as many memory cells as the formulation using the scalar wave equations. This may
explain why the dual mesh approach did not seem to be very appealing until mid seventies
when Taflove and Brodwin [81,82] noted that the technique of Yee is advantageous for the
problems for which Green’s function is unknown such as the absorption of electromagnetic
wave in complex inhomogeneous biological tissues. The method was extended to three
dimensions and applied to both the sinusoidal steady-state and transient problems. In the
1980 the method received its present name the Finite-Difference Time Domain method
(FD-TD) [78]. Through the eighties the FD-TD was advanced by Gwarek, Hoeffer, Taflove
and Mur [12,14,15,27–30,41,54,55,78–80,84] and applied to the analysis of wave scatter-
ing, near and far fields, microwave cavities, planar and axisymmetrical circuits [29,30,84].
In the last decade the interest in the FD-TD method has exploded. As of September
10th, 2000 the Internet bibliographical database www.fdtd.org has recorded 3671 entries
including 1978 journal papers, 150 PhD theses and 6 books [35,45,77,79,80,83] devoted to
the FD-TD methods. Currently at least 7 commercial codes are on the market that use this
technique and problems such as nonlinear elements [11], soliton propagation [26,39,40,91],
dispersive media [25,75], antenna design [49] have been successfully analyzed using Yee’s
discretization scheme combined with explicit leap-frog update technique.

FD-TD is in fact an explicit finite-difference leap-frog scheme for initial value problem
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defined Maxwell’s equations formulated in time domain. However, one is often interested
in calculating the steady state solution for time harmonic excitation. In other words
the fields are calculated for a fixed frequency. This is achieved by solving the frequency
domain version of Maxwell’s equations. Again, the finite-difference approach can be used
to this end. By the way of analogy to the FD-TD this approach may be called the
finite-difference frequency domain technique or FD-FD for short. However, while the
FD-TD method is currently almost synonymous with Yee’s mesh, the meshing in FD-FD
frequently implies only a single mesh. This is because in frequency domain one usually
works with wave equations i.e. formulations which use electric or magnetic field alone.
As noted earlier this equation is derived from Maxwell’s equations by means of simple
differential operations. If the finite-difference scheme is applied after these operations
have been carried out, Yee’s meshing can not be applied. Weiland [88, 89] was the first
to note that in fact Yee’s mesh is of use also in frequency domain provided that the
discretization is applied at the very early stage, that it to say the full set of Maxwell
equations, and one of the fields is eliminated by applying the discrete version of operation
∇× (.) to one of the equations. Since two interleaved meshes are used, separate discrete
operators ∇× (.) have been defined on each grid. The Maxwell equations defined on the
continuum are transformed on grid equations with operators replaced by simple matrices.
Weiland demonstrated that matrices associated with discrete operators on one grid are
the transposes of the matrices defining analogous operators on the dual grid. When the
operators are defined is such a manner the discrete equation preserve the basic properties
of continuous ones. In particular, the following operator identities are satisfied:

∇×∇(.) = 0 (1.1.3)

∇ · ∇ × (.) = 0 (1.1.4)

With basic operators defined, it is easy to manipulate Maxwell’s equations in order to
derive the discrete equivalents of partial differential equations arising in electromagnetics
and valid for the sinusoidal steady state. As a result one gets the system of linear equations
in which the system matrix is defined by simple multiplication of a few sparse matrices
representing appropriate continuous operators. These equations are solved by means of
iterative techniques such as conjugate gradients, successive overrelaxation or more recently
by Krylov space based iterative techniques such as GMRES or implicitly restarted Arnoldi
method [4, 20, 21, 67, 76].

Formalism2 introduced by Weiland is a very powerful tool and makes it very easy to
investigate basic properties of grid equations. Moreover, one can easily prove that they
have the same properties as their continuous counterpart. In particular such properties
as energy conservation or nondivergent character of both electric and magnetic fields are
readily seen [17]. Although Weiland developed matrix formalism originally only for fre-
quency domain analysis, the discrete operators involve only space relations and, obviously,
FD-TD may also be presented in the matrix form using the same double set of discrete
operators. Needless to say, there is no need to form matrices explicitly while implementing
the update algorithms.

In its basic form, the FD-TD (FD-FD) method has a purely numerical character.
In principle, the accuracy improvement can be achieved by increasing the mesh density.
This approach however has several drawbacks. First of all is that the number of unknowns

2Weiland uses the acronym FIT – for finite integration technique. For time domain and regular mesh
FIT becomes FD-TD
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increases by the factor of eight each time the discretization step h is halved. Additionally
as in all explicit update schemes the maximum time step in the FD-TD is bounded above
by the time required by the electromagnetic wave to propagate from one cell point to
another. For FD-FD, which involves the solution of system of equations by means of
iterative technique, increasing the mesh density implies increasing the spectral radius
of the matrix, and this in turn slows down the convergence of the iterative solver [67].
As a result, the denser the mesh, the longer it takes to reach the steady state (for FD-
TD) or to converge for (FD-FD). These two factors alone explain why extensive research
effort is underway which would allow one to achieve high accuracy of FD-TD3 method
while keeping the solution time low. Among most promising developments to this end
are the incorporation of the knowledge of the underlying physics into the method and
finding better field representation. One example of using field theory is the problem of
representation of various boundary conditions in the situation where the boundaries do
not conform to the grid lines. Gwarek [28] showed that it is possible to deform the cell
near boundary and use quasi-static expressions to evaluate the flux density. Another
successful application of analytical techniques is subcell modeling4 of dielectric and metal
wedges [5, 6, 23, 31, 33, 46, 47, 55, 56, 60–62, 64, 72–74], thin wires [19] and thin gaps [87].
These techniques require certain preprocessing of a geometry and allow one to maintain the
accuracy of the method for systems with complex boundary conditions without increasing
the number of unknowns. In the case of subcell modeling, the changes essentially involve
a modification of the expressions defining the derivatives (rotation, gradients) or integrals
(circulations and fluxes) for selected cells in the mesh. These changes have local character.
Apart from these localized modifications, where fields remain defined at grid points but the
finite-difference formulae that link E and H field take into account the deformation of the
field due to the presence of a material within a cell, new approaches have been proposed
which involve entirely different field representation within entire subregions or even the
whole domain of the problem. These methods often rely on the projection technique
known as a method of moments and represent the field with finite series using different
basis functions. One can mention here the explicit time domain algorithms such as partial
eigenfunction expansion (PEE) [2, 43, 51] or multiresolution time domain method which
decomposes field into wavelets [44].

As can be seen from the above, there is a great wealth of knowledge and concepts that
have been proposed for the finite difference methods based on Yee’s mesh, but it appears
that so far only one theory exists, namely that of Weiland. While Weiland’s formulation
works well for regular meshes and homogeneous media it has never been applied to the
newer concepts such as subcell modeling or hybrid method. The purpose of the work
is to reflect upon the nature of the finite difference techniques in time and frequency
domain and try to develop a unified framework alternative to that of Weiland, that could
also be applicable to all types of equations which can be derived both directly from
Maxwell’s equations and from field theory based models. Another goal is to investigate
basic properties of the modified equations, analyze sources of errors and propose a new
formulation controlling these errors and, at the same time, preserving the consistency
of the discrete equation with the continuous ones. A final goal is to develop hybrid

3Despite the fact that both FD-TD and FD-FD can be formally expressed using identical discrete
operators defined on Yee’s mesh, most of the developments regarding Yee’s mesh have been reported in
context of the FD-TD.

4By subcell modeling one understands accounting for the presence of a geometrically small feature
within a cell which significantly perturbs the field causing the increase of local error in a regular finite-
difference scheme.
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techniques which link method of functional analysis with the finite differences with the
ultimate goal of creating faster algorithms for the analysis of electromagnetic fields in
time and frequency domain without compromising the accuracy.

1.2 Goal, claim and scope of this work

In the context of the previous section, the overall goal of this thesis is to develop a frame-
work for creating new algorithms for faster finite-difference time and frequency domain
analysis of microwave structures that do not compromise the accuracy of the results and
self-consistency of the Maxwell’s equations. We make the following claims:

• It is possible to develop new local schemes for modeling of arbitrarily located metal
walls, dielectric boundaries or conductive wedges, which do not affect the self-
consistency and the spectral radius of the operators associated with the standard
Yee’s mesh, and yet reduce the error to the level that is comparable with the nume-
rical dispersion.

• In certain configurations, the computations may be significantly accelerated by com-
bining of the standard finite difference methods with the method of moments.

In order to prove the validity of the above claims, the following major steps will be
undertaken:

• Common framework will be created for the analysis of the finite-difference schemes
in the time and frequency domain and the relation between the results provided by
them will be established.

• Electromagnetic problems will be classified in the form of operator equations
expressed in terms of a few basic operators. Methods of discretization of the basic
operators will be presented, giving a common approach to the discretisation of every
electromagnetic problem.

• New algorithms will be developed for modeling arbitrarily located metal walls,
dielectric boundaries and conductive wedges. The spectral properties and consis-
tency with Maxwell’s equations will be thoroughly examined to show that new
schemes do not spoil the properties of the standard mesh.

• New hybrid techniques combining the standard methods with the method of expan-
sion of the field in the series of functions in 3D will be proposed.

• The standard finite-difference method will be combined with eigenfunction expan-
sion techniques in 2D. The new approach will speed up the calculations when the
same structure is analyzed for many frequency or propagation constant points.

• A series of tests demonstrating the efficiency and error reduction capabilities of the
new schemes will be carried out.
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1.3 Chapter outline

At the beginning, in chapter 2, the standard finite-difference schemes are presented. We
present a series of the explicit-update schemes which, when written for the domain of time,
form the Finite-Difference Time-Domain method. We also present the Finite-Difference
Frequency-Domain method. In the same chapter, we analyze the numerical dispersion
error. This error is strictly associated with the finite-difference schemes.

In chapter 3, we introduce a new concept of a symbolic space. This is a common
framework for continuous and discrete equations. The operators defined in the symbolic
space possess the same general properties in the continuous and discrete space. After
introducing the new concept we write Maxwell’s equations for 3D and 2D problems using
the new notation. Maxwell’s equations are expressed in terms of a few basic operators.
Discretization of these operators instead of whole equations gives a common approach
for various formulations of electromagnetic problems. Further on, we classify various
problems in the form of operator equations in terms of the basic operators. Then, we
show how to discretize the basic operators. We also give a note on the stability of the
explicit update scheme arisen from the discretized equations.

In chapter 4, we present local schemes for modeling of metal walls, boundaries between
dielectrics and conductive wedges. All the new algorithms are expressed in a form of
modification of a few basic matrices.

Chapter 5 presents hybrid algorithms with space domain decomposition. These algo-
rithms decompose the analyzed domain in space into a series of subdomains. The method
may be combined with the standard finite-difference approach. We present the hybrid
algorithms for modeling of subdomains uniform in one direction (eg. sections of waveg-
uides) and for general 3D subdomains.

In chapter 6, we present eigenfunction expansion techniques for analysis of waveguides.
These methods are based on method of moments and speed up the calculations when a
waveguide is analyzed for many frequencies or propagation constants.

Chapter 7 presents numerical results of the tests performed to validate the algorithms
presented in the previous chapters.
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Chapter 2

Standard finite difference schemes

2.1 Preliminaries

In this chapter, we recall the standard description of finite difference methods for solving
of electromagnetic problems. We start by presenting the problems by introducing the
general taxonomy.

In the mathematical terms, the electromagnetic problems may be presented as different
types of boundary value problems. They may be classified in various ways. When sources
are present in the analyzed domain, these problems are called deterministic and may be
written in the following general operator form:

Lu = g (2.1.1)

where L is an operator derived from Maxwell’s equations, u usually represents some or all
components of the electromagnetic field, and g represents sources. On the other hand, we
have nondeterministic problems, which involve free oscillations. They may be described
by eq. (2.1.1) with g = 0:

Lu = 0 (2.1.2)

Another classification category concerns the domain of functions appearing in the
equations. The equations may be written for the domain of space and time as well as
for the domain of space and frequency. For shortness, we call them the time domain and
frequency domain formulations. Obviously, different solution methods have to be used for
each formulations. The time domain equations may be solved using so called the explicit
update techniques. Deterministic problems (i.e. problems of the form (2.1.1)) written in
frequency domain lead to a system of linear equations while nondeterministic frequency
domain formulations may be presented in the form of e.g. the following eigenvalue problem:

Mu = λNu (2.1.3)

where M and N are again operators derived from Maxwell’s equations, u represents the
field, and λ is the eigenvalue with the physical interpretation associated with the frequency.

Very often, an advantage is taken of symmetries or other properties of the solution
space. For instance, if the domain is uniform in one direction, or mathematically speaking
it shows translational invariance in a distinguished direction, the analysis may be radically
simplified provided the original problems are reformulated. One situation, very frequently
occurring in computational electromagnetics, is uniformity (translational invariance) of

19
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the structure along a particular coordinate. For instance assuming z is the distinguished
direction, one can express the spatial variation of fields in the following form:

u(z) = ue−jβzz (2.1.4)

where βz is called the propagation constant. Note, that the first derivative with respect
to z may be now substituted by −jβz:

∂

∂z
(.)↔ −jβz (2.1.5)

Using this fact one get the formulations formally similar to (2.1.1), (2.1.2) or (2.1.3) but
with different meaning of some of the parameters. For instance, in the case of formulation
(2.1.3), λ may have physical interpretation associated with the propagation constant
rather than with oscillation frequency.

The electromagnetic problems presented above may be solved in different ways. In
this work we are concerned mainly with the finite-difference techniques. Depending on
the formulation, this approach may lead to a system of linear equations (deterministic
problems in the frequency domain), matrix eigenproblems (nondeterministic formulations
in the frequency domain or in the domain of propagation constant), or the explicit update
scheme (the time domain formulations). The algorithms based on the frequency domain
formulations are called the Finite-Difference Frequency-Domain methods. The explicit
update schemes in the domain of time are called the Finite-Difference Time-Domain
methods.

In this chapter we present the classical description of both methods.

2.2 Finite difference methods

All the finite difference methods considered in this chapter are based on the technique
named the central difference scheme which approximates first and second order derivatives
by differences with a second order accuracy. We present this technique in sec. 2.2.1.
Subsequently, we show how to apply the finite difference scheme to the solution of the
first and second order initial value problems and how these solutions are related to the
eigenvalues of the underlying operators. Fundamental issues related to the explicit update
schemes such as stability are addressed in sections 2.2.3.

Having outlined the basic issues, we proceed with the introduction of the FD-TD
(sec. 2.2.3.7) and FD-FD (sec. 2.2.4) in their classical forms.

2.2.1 Central differences

Discretization using the central difference scheme is based on expansion of functions into
the Taylor series. This series around h0 are given by the following equations:

f(h0 +
∆h

2
) =

[

f(h) +
∂f(h)

∂h

∆h

2
+
∂2f(h)

∂h2

∆h2

8
+
∂3f(h)

∂h3

∆h3

24
+ ...

]

h=h0

(2.2.1)

f(h0 −
∆h

2
) =

[

f(h)− ∂f(h)

∂h

∆h

2
+
∂2f(h)

∂h2

∆h2

8
− ∂3f(h)

∂h3

∆h3

24
+ ...

]

h=h0

(2.2.2)

f(h0 + ∆h) =

[

f(h) +
∂f(h)

∂h
∆h +

∂2f(h)

∂h2

∆h2

2
+
∂3f(h)

∂h3

∆h3

6
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+
∂4f(h)

∂h4

∆h4

24
+ ...

]

h=h0

(2.2.3)

f(h0 −∆h) =

[

f(h)− ∂f(h)

∂h
∆h +

∂2f(h)

∂h2

∆h2

2
− ∂3f(h)

∂h3

∆h3

6

+
∂4f(h)

∂h4

∆h4

24
− ...

]

h=h0

(2.2.4)

Central interpolation From eqs. (2.2.1) and (2.2.2) we derive the central interpolation
scheme:

f(h0) ≈
f(h0 + ∆h

2
) + f(h0 − ∆h

2
)

2

= f(h0) +
∂2f(h)

∂h2

∆h2

8

∣

∣

∣

∣

∣

h=h0

+O(∆h4) (2.2.5)

Eq. (2.2.5) shows that the error in this approach may be approximated by the following
expression:

err ≈ ∂2f(h)

∂h2

∆h2

8

∣

∣

∣

∣

∣

h=h0

(2.2.6)

1st order central difference The same equations lead to the central difference approx-
imation of a first order derivative:

f ′(h0) ≈
f(h0 + ∆h

2
)− f(h0 − ∆h

2
)

∆h

=

[

∂f(h)

∂h
+
∂3f(h)

∂h3

∆h2

12

]

h=h0

+O(∆h4) (2.2.7)

The error in this case may be approximated as follows:

err ≈ ∂3f(h)

∂h3

∆h2

12

∣

∣

∣

∣

∣

h=h0

(2.2.8)

2nd order central difference From eqs. (2.2.3) and (2.2.4) we get the central difference
approximation of a second order derivative:

f ′′(h0) ≈
f(h0 + ∆h)− 2f(h0) + f(h0 −∆h)

∆h

=

[

∂2f(h)

∂h2
+
∂4f(h)

∂h4

∆h2

12

]

h=h0

+O(∆h4) (2.2.9)

with the error approximated by the equation:

err ≈ ∂4f(h)

∂h4

∆h2

12

∣

∣

∣

∣

∣

h=h0

(2.2.10)
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2.2.2 Integral interpretation

Let us now consider the following equation

1

L

∫ B

A

∂

∂τ
f(τ)dτ =

f(B)− f(A)

L
(2.2.11)

This describes the mean value of the first derivative in the direction of integration between
two points A and B over the integration line of length L (see fig. 2.2.1). One may note

Figure 2.2.1: Integral interpretation of the finite difference scheme.

that this equation corresponds directly to eq. (2.2.7) when integrating over a straight line
of length ∆h. However, eq. (2.2.11) is more general than the central difference scheme
described by (2.2.7) since it allows for arbitrary integration paths.

2.2.3 Explicit update schemes

Having briefly introduced the concept of central-differences, we can now show the appli-
cations of this concept to the solution of a simple initial value problems by means of an
explicit update scheme.

We present an explicit update algorithm for the first order differential equation
(sec. 2.2.3.1), for the second order differential equations (secs. 2.2.3.2 and 2.2.3.3), and
the leap-frog schemes (secs. 2.2.3.4, 2.2.3.5). Whenever possible, the conditions of the sta-
bility of the solution procedure are given. The discussion of the accuracy of the method
is postponed until sec. 2.3. Finally, in sec. 2.2.3.7, we introduce the Finite-Difference
Time-Domain method which is a special case of the explicit update algorithms related to
electromagnetics.

2.2.3.1 1st order central difference explicit update scheme

First order central difference explicit update algorithm arises from a first order differential
equation of the following form:

∂

∂τ
u = jLu (2.2.12)

Discretization of eq. (2.2.12) in time using the central difference approach leads to the
following equation:

ui+1 − ui−1 = 2j∆τLui (2.2.13)
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Rearranging the terms in (2.2.13) we get the first order central difference explicit update
procedure:

ui+1 = 2j∆τLui + ui−1 (2.2.14)

Eq. (2.2.14) may be written in a matrix form as follows:
[

ui+1

ui

]

=

[

2j∆τL 1
1 0

] [

ui

ui−1

]

(2.2.15)

Stability condition Iterative methods may be used in practice only if they are stable.
In order to derive the stability condition let us consider the following eigenproblem related
to eq. (2.2.12):

αkuk = Luk (2.2.16)

Writing scheme (2.2.15) for the k − th eigenvector uk, we have:
[

ui+1
k

ui
k

]

=

[

2j∆τL 1
1 0

] [

ui
k

ui−1
k

]

(2.2.17)

From eq. (2.2.16), it follows that we may now replace operator L by its eigenvalue αk

corresponding to eigenvectors uk We get:
[

ui+1
k

ui
k

]

=

[

2j∆ταk 1
1 0

] [

ui
k

ui−1
k

]

(2.2.18)

Let us now convert the above equation to the following form
[

ui+1
k

ui
k

]

= γk

[

ui
k

ui−1
k

]

(2.2.19)

where γk is a parameter showing how the corresponding eigenvector changes in one explicit
update step. We immediately see that if the scheme is to be stable then magnitude of γk

should be less or equal to one for all eigenpairs of operator L. The only question is how
to find γk. To this end we simply put ui+1

k = γku
i
k and ui

k = γku
i−1
k and substitute this

for the left hand side in (2.2.18). Subtracting the resulting vector form both sides gives
[

0
0

]

=

[

2j∆ταk − γk 1
1 −γk

] [

ui
k

ui−1
k

]

(2.2.20)

The determinant has to be equal zero, or

γ2
k − 2j∆ταkγk − 1 = 0 (2.2.21)

The roots of this quadratic equation,in general complex, can be readily found using Vieta
formulae. We have

γk1γk2 = −1 and γk1 + γk2 = 2j∆ταk (2.2.22)

From the first equation it is seen that γk1, γk2 may be assumed in the following form:

γk1,2 = ±e±j∆ταek (2.2.23)

where αek is a parameter which can be determined form the second Vieta identity. Using
(2.2.23) we get:

γk1 + γk2 = 2j sin(∆ταek) = 2j∆ταk (2.2.24)
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From (2.2.24) we calculate αek:

αek =
arcsin(∆ταk)

∆τ
(2.2.25)

As noted above, for the explicit update algorithm defined by eq. (2.2.14) to be stable,
the magnitude of γk cannot be greater than one for every eigenvalue αk. This implies
that αek must be real and from (2.2.25) we get the following stability condition for this
algorithm:

αk ∈ R, ∆τ ≤ 1

αkmax
(2.2.26)

2.2.3.2 Basic 2nd order central difference explicit update scheme

We shall now pass to the basic second order explicit update procedure which may be
derived from a second order differential equation of the form:

∂2

∂τ 2
u = −Lu (2.2.27)

Discretizing of eq. (2.2.27) using the central difference scheme, we get:

ui+1 − 2ui + ui−1 = −∆τ 2Lui (2.2.28)

The explicit update algorithm may be derived from (2.2.28) by rearranging the terms:

ui+1 = (2−∆τ 2L)ui − ui−1 (2.2.29)

We may write eq. (2.2.29) in a matrix form:
[

ui+1

ui

]

=

[

2−∆τ 2L −1
1 0

] [

ui

ui−1

]

(2.2.30)

Stability analysis As in the previous case we shall perform the stability analysis by
considering the eigenproblem given by the following equation:

α2
kuk = Luk (2.2.31)

Since equation (2.2.30) must be valid for all eigenvectors of L, we get:
[

ui+1
k

ui
k

]

=

[

2−∆τ 2αk −1
1 0

] [

ui
k

ui−1
k

]

(2.2.32)

Again we transform the above equation to the form given by (2.2.19). This gives the
following characteristic equation:

γ2
k − (2−∆τ 2α2

k)γk + 1 = 0 (2.2.33)

To solve this equation we note that

γk1γk2 = 1 and γk1 + γk2 = −(2−∆τ 2α2
k) (2.2.34)

The first equation implies that the roots can be assumed in the form

γk1,2 = e±j∆ταek (2.2.35)
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Consequently we get

γk1 + γk2 = 2 cos(∆ταek) = 2−∆τ 2α2
k (2.2.36)

This gives the following expression for αek

αek =
arccos(1− ∆τ2α2

k

2
)

∆τ
(2.2.37)

This equation leads to the stability condition. Since the magnitude of γk cannot be
greater than one, the algorithm defined by eq. (2.2.29) is stable only if αe is real for all
eigenvalues αk of operator L. Form (2.2.37) we see that this is satisfied if

αk ∈ R, ∆τ ≤ 2

αkmax
(2.2.38)

This constitutes the stability condition for the algorithm at hand.

2.2.3.3 General 2nd order central difference explicit update scheme

In this section, we develop a more general second order explicit update algorithm based
on the differential equation of the following form:

− ∂2

∂τ 2
u− ∂

∂τ
Ku = Lu (2.2.39)

We discretize eq. (2.2.39) using the central difference scheme and get:

− 1

∆τ 2
(ui+1 − 2ui + ui−1)− 1

2∆τ
K(ui+1 − ui−1) = Lui (2.2.40)

From (2.2.40), we get the equation describing the general second order explicit update
procedure:

(1 +
∆τ

2
K)ui+1 = (2−∆τ 2L)ui − (1− ∆τ

2
K)ui−1 (2.2.41)

Eq. (2.2.41) may be written in a matrix form as follows:

[

ui+1

ui

]

=

[

(1 + ∆τ
2

K) 0
0 1

]−1 [

2−∆τ 2L −1
1 0

] [

1 0
0 (1− ∆τ

2
K)

] [

ui

ui−1

]

(2.2.42)

Stability condition Derivation of the stability condition for the problem at hand
requires more sophisticated procedure than those presented in the previous sections for
the basic first and second order schemes. Here, we present only the final result. The
details of the derivation may be found for instance in [69]. It is shown there, that the
algorithm defined by eq. (2.2.41) is stable when the following conditions are satisfied:

λK ∈ R, λK ≥ 0, L = LH , L ≥ 0, ∆τ ≤ 2
√

||L||
(2.2.43)

for every λK, where λK are eigenvalues of K.



26 Fast finite difference numerical techniques ...

2.2.3.4 Basic leap-frog scheme

We now proceed to derivation of the basic leap-frog explicit update scheme which is used
when two coupled first order equations are to be solved. Let us consider the following set
of differential equations:

∂

∂τ
u = Mv (2.2.44)

∂

∂τ
v = Nu (2.2.45)

Both equations may be discretized in time with the central difference approach. We get:

1

∆τ
(ui+1 − ui) = Mvi+0.5 (2.2.46)

1

∆τ
(vi+0.5 − vi−0.5) = Nui (2.2.47)

This leads to the following update algorithm:

ui+1 = ∆τMvi+0.5 + ui (2.2.48)

vi+0.5 = ∆τNui + vi−0.5 (2.2.49)

Note, that the calculation indeed proceeds in a leap-frog manner. The update equation
for u involves v calculated half a time step earlier.

By manipulating the equations we see that the approach defined by eqs. (2.2.48) and
(2.2.49) is equivalent to the following scheme:

ui+1 = (2 + ∆τ 2MN)ui − ui−1 (2.2.50)

vi+0.5 = (2 + ∆τ 2NM)vi−0.5 − vi−1.5 (2.2.51)

The same expressions would arise from discretization of the following differential equa-
tions using the approach introduced in sec. 2.2.3.2:

∂2

∂τ 2
u = MNu (2.2.52)

∂2

∂τ 2
v = NMv (2.2.53)

Therefore, the analysis performed in sec. 2.2.3.2 is valid also in this case.

Stability condition Based on the discussion from sec. 2.2.3.2, eqs. (2.2.38), (2.2.52)
and (2.2.53), we get the stability condition for the problem at hand:

λL ∈ R, λL ≥ 0, ∆τ ≤ 2√
λLmax

(2.2.54)

for every λL, where λL are eigenvalues of Lu = −MN or Lv = −NM (they are the same).
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2.2.3.5 General leap-frog scheme

The basic leap-frog scheme can be generalized to handle the following set of differential
equations:

∂

∂τ
u = Mv + Pu (2.2.55)

∂

∂τ
v = Nu+ Rv (2.2.56)

Discretization of (2.2.55) and (2.2.56) gives:

1

∆τ
(ui+1 − ui) = Mvi+0.5 +

1

2
P(ui+1 + ui) (2.2.57)

1

∆τ
(vi+0.5 − vi−0.5) = Nui +

1

2
R(vi+0.5 + vi−0.5) (2.2.58)

Eqs. (2.2.57) and (2.2.58) lead to the following update procedure:

ui+1 = ∆τ
(

1− ∆τ

2
P
)−1

Mvi+0.5 +
(

1− ∆τ

2
P
)−1 (

1 +
∆τ

2
P
)

ui (2.2.59)

vi+0.5 = ∆τ
(

1− ∆τ

2
R
)−1

Nui +
(

1− ∆τ

2
R
)−1 (

1 +
∆τ

2
R
)

vi−0.5 (2.2.60)

Stability condition Eqs. (2.2.59), (2.2.60) are equivalent to the following algorithms.

ui+1 =
(

1− ∆τ

2
P
)−1 (

1− ∆τ

2
MRM−1

)−1 [

2 + ∆τ 2
(

MN− 1

2
MRM−1P

)]

ui

−
(

1− ∆τ

2
P
)−1 (

1 +
∆τ

2
P
)

ui−1 (2.2.61)

vi+0.5 =
(

1− ∆τ

2
R
)−1 (

1− ∆τ

2
NPN−1

)−1 [

2 + ∆τ 2
(

NM− 1

2
NPN−1R

)]

vi−0.5

−
(

1− ∆τ

2
R
)−1 (

1 +
∆τ

2
R
)

vi−1.5 (2.2.62)

It is hard to derive a general stability condition for algorithms (2.2.61) and (2.2.62).
However, it may be shown (see [69] for details), that the scheme is stable in the following
special cases:

P = 0, λR ∈ R, λR ≤ 0, MN = (MN)H , MN ≤ 0, ∆τ ≤ 2
√

||MN||
(2.2.63)

or

R = 0, λP ∈ R, λP ≤ 0, MN = (MN)H , MN ≤ 0, ∆τ ≤ 2
√

||MN||
(2.2.64)

for every λP, λR, where λP, λR are eigenvalues of, respectively, P and R.
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2.2.3.6 Remarks regarding stability

Having introduced basic explicit update schemes which can be used to solve a large class
of initial value problems it is possible to make a general remark regarding the stability of
the iterative procedures. From conditions (2.2.26), (2.2.38), (2.2.43), (2.2.54) and (2.2.64)
it is readily seen that each scheme imposes certain conditions on the maximum time step
allowed. This can be usually satisfied by a suitable choice of ∆τ . It has however to be
born in mind that there are additional conditions which impose restrictions on properties
of the operators involved. In particular, the semi-definiteness and symmetry are often
needed.

2.2.3.7 Finite-Difference Time-Domain method

As indicated in the introduction, in the field of computational electromagnetics the finite
difference explicit update scheme are traditionally called the Finite-Difference Time-
Domain method. These algorithms may have various forms depending on the formulation
from which they arise. As an example, we present a classical formulation of the Finite-
Difference Time-Domain method for analysis of a three-dimensional lossy structure. In
this case, Maxwell’s equations in the Cartesian coordinates may be written as follows:







0 − ∂
∂z

(.) ∂
∂y

(.)
∂
∂z

(.) 0 − ∂
∂x

(.)
− ∂

∂y
(.) ∂

∂x
(.) 0













Hx(x, y, z, t)
Hy(x, y, z, t)
Hz(x, y, z, t)






=

∂

∂t
ε(x, y, z)







Ex(x, y, z, t)
Ey(x, y, z, t)
Ez(x, y, z, t)







+ σ(x, y, z)







Ex(x, y, z, t)
Ey(x, y, z, t)
Ez(x, y, z, t)





 (2.2.65)
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



0 − ∂
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(.)
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(.) 0 − ∂
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(.)
− ∂

∂y
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∂x
(.) 0













Ex(x, y, z, t)
Ey(x, y, z, t)
Ez(x, y, z, t)





 = − ∂

∂t
µ(x, y, z)







Hx(x, y, z, t)
Hy(x, y, z, t)
Hz(x, y, z, t)







(2.2.66)

Field components are discretized in space and time as follows:

f it(ix, iy, iz) = F (x0 + ix∆x, y0 + iy∆y, z0 + iz∆z, t0 + it∆t) (2.2.67)

Functions describing media properties are discretized in space:

ψ(ix, iy, iz) = Ψ(x0 + ix∆x, y0 + iy∆y, z0 + iz∆z) (2.2.68)

f and ψ are the discrete functions associated with physical quantities, respectively, F and
Ψ; ix, iy, iz, it are integers, x0, y0, z0 are coordinates of a reference grid point, ∆x, ∆y,
∆z are grid steps in directions x, y and z respectively, t0 is a reference time, and ∆t is
the time step.

Using Yee’s dual mesh to discretize electric and magnetic field one can write the
following update equations for the electric field [45, 79]:

eit+1
x

(

ix +
1

2
, iy, iz

)

=
2εxx(ix + 1

2
, iy, iz)−∆tσxx(ix + 1

2
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2εxx(ix + 1
2
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2
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· eit
x

(

ix +
1

2
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)

+
2∆t

2εxx(ix + 1
2
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2
, iy, iz)

·
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·
[

1

∆y

[

h
it+

1

2
z

(

ix +
1

2
, iy +

1

2
, iz

)

− hit+
1

2
z

(

ix +
1

2
, iy −

1

2
, iz

)]

− 1

∆z

[

h
it+

1
2

y

(

ix +
1

2
, iy, iz +

1

2

)

− hit+
1
2

y

(

ix +
1

2
, iy, iz −

1

2

)]]

(2.2.69)

eit+1
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eit+1
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(2.2.71)

Magnetic field components are updated using the following formulas [45, 79]:
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(2.2.74)

Boundary conditions At this stage of discussion, we assume that the domain is sur-
rounded by perfectly conducting metal planes coincident with nodes of tangential electric
field components. In order to satisfy the boundary conditions, the field samples defined
at these nodes should be set to zero. Further on in this thesis, more sophisticated meth-
ods modeling arbitrarily located metal planes and different boundary conditions will be
presented.

Matrix form One may note, that the algorithm presented above is a special case of
the general leap-frog scheme introduced in sec. 2.2.3.5 with the following substitutions:

τ ←− t (2.2.75)

u
discr←− ~E (2.2.76)

v
discr←− ~H (2.2.77)

M
discr←− 1

ε
∇× (.) (2.2.78)

N
discr←− − 1

µ
∇× (.) (2.2.79)

P
discr←− −σ

ε
(2.2.80)

R
discr←− 0 (2.2.81)

where symbol
discr←− denotes discretization. Note, that u, v are vectors, and operators M,

N, P and R are matrices. Matrices M and N are sparse and P is diagonal. The set of
matrix equations of the form (2.2.59), (2.2.60) is equivalent to the algorithm defined by
eqs. (2.2.69)–(2.2.74).

Stability condition The above observation allows us to apply directly the results of
the analysis performed in sec. 2.2.3.5. In particular, we may write the stability condition
for the algorithm at hand. Starting from (2.2.64) we get the first condition:

σ

ε
≥ 0 (2.2.82)

In order to derive the second condition, we should estimate the norm of the operator MN.
More detailed discussion of this problem performed further on, in sec. 3.9, will show that
we may use the following relation:

||MN|| ≤ 4v2
min

(

1

∆x2
+

1

∆y2
+

1

∆z2

)

(2.2.83)

where vmin is the minimum speed of the wave in the analyzed domain. This and eq. (2.2.64)
give the second stability condition:

∆t ≤ 1

vmin

√

1
∆x2 + 1

∆y2 + 1
∆z2

(2.2.84)

In the above inequality we recognize the well known CFL (Courant-Freidrich-Lewy) con-
dition [45, 79].
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Although operator MN is not symmetric and, hence, does not satisfy condition
(2.2.63), we may symmetrize it by constructing an equivalent algorithm with functions

u
discr←− √ε ~E and v

discr←− √ε ~H. In this case, symmetry of MN, and its negative semdefi-
niteness – both follow form N = −MT which is true for Yee’s mesh.

2.2.4 Finite-Difference Frequency-Domain methods

So far, we have considered only the finite difference equations resulting from the initial
value problems. As noted, in computational electromagnetics one also is interested in the
boundary value problems specified for the sinusoidal steady state. Such problems occur
when Maxwell’s equations are written in the frequency domain. In this section, we shall
present the classical technique known as the Finite-Difference Frequency-Domain method.
The central difference techniques introduced in the previous sections are used for this task.
Depending on the form of the differential equation this method leads to two important
classes. When there are no sources in the analyzed domain, Maxwell’s equations may be
written in the form of eq. (2.1.2). In this case, the FD-FD method results in a matrix
eigenproblem. This version is introduced in sec. 2.2.4.1. On the other hand, if sources are
present (eq. (2.1.1)), the method leads to a system of linear equations. This algorithm is
presented in sec. 2.2.4.2.

2.2.4.1 Nondeterministic problems

As noted earlier in this text, discretization of the frequency domain version of partial
differential equations which is of interest in electromagnetics, often leads, for nondeter-
ministic problems, to a matrix eigenproblem. In terms of physical interpretation, the
problems may have one of the following meaning:

• Finding resonant frequencies and associated modes of a resonator. The eigenvalues
are resonant frequencies ω or ω2.

• Finding dispersion characteristics of a waveguide. The eigenvalues are propagation
constants βz or β2

z for various frequencies ω.

• Finding inverse dispersion characteristics of a waveguide. The eigenvalues are fre-
quencies ω or ω2 for various propagation constants βz.

• Finding waveguide modes at cutoff. The eigenvalues are cutoff frequencies ω or ω2

for βz = 0.

• Finding static modes of a waveguide — the eigenvalues: βz or β2
z for ω = 0.

In every case the eigenvectors represent the field distribution of the associated modes.
To introduce the method, in this section we restrict our considerations to the algorithm

arising from discretization of Maxwell’s equations written in the Cartesian coordinates for
a three-dimensional structure, i.e. the problem of finding resonant frequencies and modes
of a 3D resonator. We assume that the electric and magnetic fields are harmonic functions
of time defined as follows:

~E(x, y, z, t) = ~E(x, y, z) sin(ωt) (2.2.85)

~H(x, y, z, t) = ~H(x, y, z) cos(ωt) (2.2.86)
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Maxwell’s equations take up the form:







0 − ∂
∂z

(.) ∂
∂y

(.)
∂
∂z

(.) 0 − ∂
∂x

(.)
− ∂

∂y
(.) ∂

∂x
(.) 0













Hx(x, y, z)
Hy(x, y, z)
Hz(x, y, z)






= ωε(x, y, z)







Ex(x, y, z)
Ey(x, y, z)
Ez(x, y, z)






(2.2.87)







0 − ∂
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(.) ∂
∂y
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(.) 0 − ∂
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(.)
− ∂

∂y
(.) ∂

∂x
(.) 0













Ex(x, y, z)
Ey(x, y, z)
Ez(x, y, z)





 = ωµ(x, y, z)







Hx(x, y, z)
Hy(x, y, z)
Hz(x, y, z)





(2.2.88)

We now proceed to discretization of the above equations using the same approach as in the
case of the FD-TD method, This is to say that Yee’s mesh is used and field components
and functions describing the properties material are discretized in space as follows:

f(ix, iy, iz) = F (x0 + ix∆x, y0 + iy∆y, z0 + iz∆z) (2.2.89)

where f is a discrete function associated with physical quantity F ; ix, iy, iz are integers,
x0, y0, z0 are coordinates of a reference grid point, and ∆x, ∆y, ∆z are grid steps in
directions x, y and z respectively. For Yee’s mesh, discrete equivalent of eq. (2.2.87) takes
up the form:
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ωey
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Discrete form of eq. (2.2.88) is given by the following equations:

ωhx
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Boundary conditions Again, for simplicity it is assumed the the domain is bounded
by a perfect electric conductor coinciding with the nodes corresponding to the tangential
electric field components.

Matrix eigenproblems Eqs. (2.2.90)–(2.2.95) may be written in the form of a matrix

eigenproblem with eigenvalues ω and eigenvectors

[

e
h

]

:

ω

[

e
h

]

=

[

0 L eh

L he 0

] [

e
h

]

(2.2.96)

where e , h are vectors of, respectively, electric and magnetic discrete field components.
Simple modification leads to the following eigenproblems:

ω2e = L ehL hee (2.2.97)

ω2h = L heL ehh (2.2.98)

with eigenvalues ω2 and eigenvectors, respectively, e and h .

2.2.4.2 Deterministic problems

In a similar manner, we may derive a matrix equation associated with deterministic prob-
lems, i.e. when sources are present in the analyzed domain. Restricting the considerations
to 3D problems, this equation takes up the following form:

[

ωI ee −L eh

−L he ωI hh

] [

e
h

]

=

[

j e(ω)
j m(ω)

]

(2.2.99)

where I ee and I hh are the unit matrices and j e(ω), j m(ω) represent, respectively, electric
and magnetic source currents. Eq. 2.2.99 is a system of linear equations which may be
solved for every given frequency using a numerical solver.



34 Fast finite difference numerical techniques ...

2.3 Accuracy of finite difference methods

With basic finite difference schemes established we may now turn to the question of error
introduced by the discretization. Before examining this matter in greater detail, let us
make an observation that will facilitate the discussion. As noted in sec. 2.2.3.4, the leap
frog scheme can be related to the basic second order algorithm discussed in sec. 2.2.3.2.
This relation was found useful in deriving the stability condition. Let us look at the FD-
TD method from this perspective to relate it to the FD-FD technique. Assuming σ = 0,
FD-TD is reduced to one of the equivalent forms (2.2.50) or (2.2.51). Comparing these
equivalent forms to the equations (2.2.97) and (2.2.98) derived for the FD-FD we may
note that they are very similar. In fact substituting

∂2

∂τ 2
= −ω2 (2.3.1)

u
discr←− ~E (2.3.2)

v
discr←− ~H (2.3.3)

M = −L he (2.3.4)

N = L eh (2.3.5)

we pass from (2.2.50) to (2.2.97) and from (2.2.51) to (2.2.98). This indicates that we can
analyze together properties of FD-TD and FD-FD, if a relation between results provided
by one algorithm and the other is established.

To this end, let us consider the accuracy of the second order finite-difference algorithm
for the equation:

− ∂2

∂τ 2
f(τ) = α2f(τ) (2.3.6)

This equation has two general solutions: sin(ατ) and cos(ατ). Discretizing it for the first
of these solutions, we get:

− 1

∆τ
[sin(ατ + α∆τ)− 2 sin(ατ) + sin(ατ + α∆τ)] = α̃2 sin(ατ) (2.3.7)

Since the left hand side only approximates the second order derivative, it was necessary
to replace α2 with and approximate value α̃2. We shall now find the relation between
α̃2 and the true value α2. Applying simple trigonometric transformations to the above
equation, we get:

− 1

∆τ
[sin(ατ) cos(α∆τ) + cos(ατ) sin(α∆τ) −

2 sin(ατ) +

sin(ατ) cos(α∆τ)− cos(ατ) sin(α∆τ)] =

− 2

∆τ
sin(ατ) [cos(α∆τ)− 1] = α̃2 sin(ατ) (2.3.8)

from which we get:

α̃2 = −2 cos(α∆τ)− 2

∆τ 2
(2.3.9)

This equation may be solved for α yielding

α =
arccos(1− ∆τ2α̃2

2
)

∆τ
(2.3.10)
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The above equations have important implications both for establishing the relation
between the FD-TD and FD-FD and the analysis of error in the finite difference schemes
involving second order differential operators. Let us say a few words about the first one.
Substituting ω2 for α2 gives the formulas which allow one to calculate the FD-TD results
corresponding to any particular frequency from FD-FD results or vice-versa (provided the
space discretization operators are the same). Let us note that equation (2.3.10) is identical
to equation (2.2.37) which was used to derive the stability condition of the explicit update
scheme.

In the same manner, we may use equation (2.2.25) to perform the analysis of an
analogous error involved in the first order differential operator:

α =
arcsin(∆τα̃)

∆τ
(2.3.11)

2.3.1 Numerical dispersion

Inaccuracy which is described by relations such as (2.3.9) is called the numerical dis-
persion. This type of error is associated with numerical dispersion. It depends on the
finite difference formula used to approximate a differential operator and decreases with
decreased discretization step. Figs. 2.3.1 and 2.3.2 show the result of dispersion for the
first and second order operators approximated via central difference formulas.

∆τα

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
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0

0.5

1

1.5

2

∆τα̃

Figure 2.3.1: Dispersion error associated with the finite difference approximation to a
first order differential operator. The stability condition in explicit update algorithms is
|∆τα| ≤ 1.

From the figures, it is seen that the error level depends both on ∆τ and α. In compu-
tational electromagnetics α has often the meaning of a wavenumber. Hence, the product
of ∆τα is inversely proportional to the number of discretization points per wavelength.

In this section, we shall analyze the bounds for the error associated with various
discretization schemes for ordinary and partial differential equations which are of interests
from the viewpoint of computational electromagnetics. Only algorithms involving second
order operators will be discussed. In sec. 2.3.1.1, we derive the error bounds for two sample
algorithms. In sec. 2.3.1.2, we point out the final results for the rest of the algorithms of
interest.
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∆τα
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Figure 2.3.2: Dispersion error associated with the central finite difference approximation to
a second order differential operator. The stability condition in explicit update algorithms
is |∆τα| ≤ 2.

2.3.1.1 Analysis of the dispersion error

We start with the derivation of the magnitude of the dispersion error for a central finite
difference approximation to a canonical second order differential operator. To this end,
we use eq. (2.3.9). Assuming that ∆τα is small enough, we may simplify this equation
by substituting cosine function with the first three terms of its Taylor series expansion
about 0:

α̃2 ' −2(1− α2∆τ2

2
+ α4∆τ4

24
)− 2

∆τ 2
(2.3.12)

and finally we get:

α̃2 ' α2

(

1− α2∆τ 2

12

)

(2.3.13)

The above formula implies that the solution of the eigenvalue problem using the dis-
cretization scheme for the second order derivative results in eigenvalues which are lower
than the analytical ones. The error has a constant sign and its relative value is expressed
by the following relation:

errα2 ' −α
2∆τ 2

12
(2.3.14)

Relative error for α Note, that errα2 is the relative error for α2. Let us find more
practical parameter errα which is the relative error for α, i.e. it satisfies the following
definition:

α̃ = α(1 + errα) (2.3.15)

Squaring both sides of this equation gives:

α̃2 = α2(1 + 2errα + err2
α) (2.3.16)

We may now compare this equation with the equation defining errα2 :

α̃2 = α2(1 + errα2) (2.3.17)
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This gives:

errα2 = 2errα + err2
α (2.3.18)

Since only relatively small errors are of practical interest, we may skip the last term in
this equation. This leads to:

errα ' 0.5errα2 (2.3.19)

From this and (2.3.14), we finally get:

errα ' −
α2∆τ 2

24
(2.3.20)

Wave equation In the next step of the analysis of the numerical dispersion we pass to
the operators emerging in the computational electromagnetics. To this end, we consider
the wave equation1 which, for a wave propagating in a homogeneous medium, may be
represented by the following operator:

−µε ∂
2

∂t2
(.) = − ∂2

∂x2
(.)− ∂2

∂y2
(.)− ∂2

∂z2
(.) (2.3.21)

From the separation condition we get the following analytic dispersion relation:

µεω2 = β2
x + β2

y + β2
z (2.3.22)

where ω is an angular frequency and βx, βy, βz are propagation constants in direction x,
y, z respectively. We may now note, that the discretization of the domain with respect
to a variable leads to the substitution of the corresponding derivative in (2.3.21) by the
second order central difference. According to the analysis performed above, this leads
to the error in the corresponding eigenvalue in the characteristic equation (2.3.22). The
corresponding variable is therefore affected by the relative error defined in eq. (2.3.14).
Depending on the variables which are discretized in a particular finite difference method,
we may expect different numerical dispersion errors. We consider the following cases:

1. Frequency domain formulation, two spatial derivative operators are discretized, the
third one is evaluated analytically, the unknown is ω (i.e. a 2D problem of finding
ω vs. e.g. βz)

2. Frequency domain formulation, two spatial derivative operators are discretized, the
propagation constant in the third direction is regarded as the unknown (i.e. a 2D
problem of finding e.g. βz vs ω)

3. Time domain formulation, two spatial and time derivative operators are discretized,
the third spatial derivative is evaluated analytically, the unknown is ω (i.e. a 2D
problem of finding ω vs. e.g. βz by means of an explicit update algorithm in time
domain)

4. Frequency domain formulation, three spatial derivative operators are discretized,
the propagation constant in one direction is regarded as the unknown (i.e. a 2D
problem of finding e.g. βz vs ω by means of an explicit update algorithm in the
space domain)

1The solution of Maxwell’s equations also satisfies the wave equation
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5. Frequency domain formulation, three spatial derivative operators are discretized, ω
is regarded as the unknown (i.e. a 3D problem of finding ω)

6. Time domain formulation, three spatial derivative operators are discretized, ω is
regarded as the unknown (i.e. a 3D problem of finding ω by means of the explicit
update algorithm in time domain)

Analysis of sample algorithm As an example, let us analyze in detail the first algo-
rithm from the above list, that is to say a 2D problem discretized in space and solved in
frequency domain. The corresponding discrete dispersion equation becomes:

µεω̃2 = β̃2
x + β̃2

y + β2
z (2.3.23)

or in terms of the exact values and the relative errors:

µεω2(1 + errω2) = β2
x(1 + errβ2

x
) + β2

y(1 + errβ2
y
) + β2

z (2.3.24)

This leads to the equation:

µεω2 + µεω2errω2 = β2
x + β2

y + β2
z + β2

xerrβ2
x

+ β2
yerrβ2

y
(2.3.25)

Subtracting eq. (2.3.22) from this equation, we get:

µεω2errω2 = β2
xerrβ2

x
+ β2

yerrβ2
y

(2.3.26)

This gives the following formulae for errω2 :

errω2 = − 1

12µεω2
(β4

x∆x2 + β4
y∆y2) (2.3.27)

It is obvious that this error depends on the direction of propagation. In order to find this
relation, we express βx and βy as follows:

βx = β0 cosφ (2.3.28)

βy = β0 sinφ (2.3.29)

where φ denotes the angle of the direction of propagation with respect to axis x, and β0

satisfies the following equation:

β2
0 = β2

x + β2
y = µεω2 − β2

z (2.3.30)

Putting (2.3.28), (2.3.29) into (2.3.27), we get:

errω2 = − β4
0

12µεω2
(∆x2 cos4 φ+ ∆y2 sin4 φ) (2.3.31)

Let us now find the smallest and the largest values of this error. To this end, let us find
zero of the first derivative with respect to φ of eq. (2.3.31). This gives:

sinφ cosφ(∆x2 cos2 φ−∆y2 sin2 φ) = 0 (2.3.32)

Eq. (2.3.32) has the following solutions:

φ ∈ {0o, 90o, 180o, 270o} ∨ | tanφ| = ∆x

∆y
(2.3.33)
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Putting (2.3.33) into (2.3.31), we find the smallest and the largest level of the numerical
dispersion error:

errω2min = −(µεω2 − β2
z )2

µεω2
· 1

12( 1
∆x2 + 1

∆y2 )
(2.3.34)

errω2max = −(µεω2 − β2
z )2

µεω2
· max(∆x2,∆y2)

12
(2.3.35)
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Figure 2.3.3: Magnitude of the relative numerical dispersion error [%] as a function of
the direction of propagation in 2D. βz = 0, f = 18GHz, v = c,∆x = ∆y = 1mm.

Relative error versus direction of propagation The above analysis shows that the
numerical dispersion error depends on the direction of propagation. It may be shown
also in the case of other finite difference algorithms of interest that the magnitude of
this error is the largest for the direction corresponding to the axis with the largest grid
step and it takes up its smallest value for the direction corresponding to the diagonal of
the finite difference cell in 2D or cube in 3D. As an example, we present the magnitude
of the relative numerical dispersion error as a function of the direction of propagation
in 2D grid in fig. 2.3.3. The data were calculated for propagation constant βz = 0 at
frequency f = 18GHz in the vacuum (v = c) using a rectangular grid with the grid step
∆x = ∆y = 1mm. In this case, the ratio between the grid step and the wave length is
equal ∆x/λ = 0.06. The numbers at the axes denote the error in percents. In our case,
the range of the error is about 0.6–1.2%.

2.3.1.2 Level of error for various algorithms

In the previous section, we analyzed in detail the numerical dispersion error for a sample
2D problem defined and solved in frequency domain deriving the error bounds of the
dispersion error. In this section, we give results for the remaining algorithms given on
the list. The detailed derivation is omitted as it proceeds along the same lines as in the
case already covered. Accordingly, here we present only the final equations for minimum
and maximum relative errors and the plots. For completeness, we include also already
described case.
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2D eigenproblems in frequency domain As discussed in the preceding section,
operators ∂2

∂x2 (.) and ∂2

∂y2 (.) are discretized. The discrete dispersion equation takes up, in
this case, the following form:

µεω̃2 = β2
x

(

1− β2
x∆x2

12

)

+ β2
y

(

1− β2
y∆y2

12

)

+ β2
z (2.3.36)

The analysis of this equation yields the following minimum and maximum relative errors
of ω2:

errω2min = −(µεω2 − β2
z )2

µεω2
· 1

12( 1
∆x2 + 1

∆y2 )
(2.3.37)

errω2max = −(µεω2 − β2
z )2

µεω2
· max(∆x2,∆y2)

12
(2.3.38)
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Figure 2.3.4: Relative numerical dispersion error for 2D eigenproblems in frequency
domain. ∆x = ∆y, Errω = 0.5%, 1%. See the explanations in the text.

In fig. 2.3.4, we present the dispersion characteristics versus frequency in a normalized
chart. We assume that the grid is rectangular, i.e. ∆x = ∆y = ∆h. The figure shows
the range of βz for a given frequency when the maximum level of the relative error of
frequency is assumed to be Errω = 0.5% and 1%. As an example, let us consider a wave
in the vacuum at frequency 10GHz analyzed using a rectangular grid of size ∆h = 3mm.
This gives ω

v
∆h ' 0.63. We find at the chart the useful range of βz∆h. For Errω = 0.5%,

we get βz∆h ' 0.4–0.6 which gives βz ' 133–200 rad
m

and for Errω = 1%: βz∆h ' 0.3–0.6
and βz ' 100–200 rad

m
.

Frequency domain formulation of 2D problems solved for propagation con-
stant. In this case, two spatial differential operators are discretized and βz is sought.
The discrete dispersion equation may be written as follows:

β̃2
z = µεω2 − β2

x

(

1− β2
x∆x2

12

)

− β2
y

(

1− β2
y∆y2

12

)

(2.3.39)
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from which we get the following minimum and maximum relative errors of β2
z :

errβ2
zmin =

(µεω2 − β2
z )2

β2
z

· 1

12( 1
∆x2 + 1

∆y2 )
(2.3.40)

errβ2
zmax =

(µεω2 − β2
z )2

β2
z

· max(∆x2,∆y2)

12
(2.3.41)
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Figure 2.3.5: Relative numerical dispersion error for 2D problems solved in the space
domain. ∆x = ∆y, Errβz

= 0.5%, 1%.

Fig. 2.3.5 presents the dispersion characteristics versus propagation constant in a nor-
malized chart for ∆x = ∆y = ∆h. giving the range of frequency for a given propagation
constant and the maximum level of the relative error Errβz

= 0.5% and 1%

2D explicit update scheme in time domain In this case operators ∂2

∂t2
(.), ∂2

∂x2 (.) and
∂2

∂y2 (.) are discretized and ω is evaluated by means of an explicit update scheme in time
domain. The discrete dispersion equation has the form:

µεω̃2

(

1− ω̃2∆t2

12

)

= β2
x

(

1− β2
x∆x2

12

)

+ β2
y

(

1− β2
y∆y2

12

)

+ β2
z (2.3.42)

The minimum and maximum relative errors of ω2 are:

errω2min =
∆t2ω̃2

12−∆t2ω̃2
− (µεω2 − β2

z )2

µεω2
· 1

(12−∆t2ω̃2)( 1
∆x2 + 1

∆y2 )
(2.3.43)

errω2max =
∆t2ω̃2

12−∆t2ω̃2
− (µεω2 − β2

z )2

µεω2
· max(∆x2,∆y2)

12−∆t2ω̃2
(2.3.44)

Frequency domain formulation, 2D explicit update scheme in the space domain
used to find the propagation constant For this algorithm, ∂2

∂x2 (.), ∂2

∂y2 (.) and ∂2

∂z2 (.)
are discretized and βz is evaluated by means of an explicit update scheme in space domain.
The discrete dispersion equation takes up the form:

β̃2
z

(

1− β̃2
z∆z2

12

)

= µεω2 − β2
x

(

1− β2
x∆x2

12

)

− β2
y

(

1− β2
y∆y2

12

)

(2.3.45)
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with the following relative errors of βz:

errβ2
zmin =

∆z2β̃2
z

12−∆z2β̃2
z

+
(µεω2 − β2

z )2

β2
z

· 1

(12−∆z2β̃2
z )( 1

∆x2 + 1
∆y2 )

(2.3.46)

errβ2
zmax =

∆z2β̃2
z

12−∆z2β̃2
z

+
(µεω2 − β2

z )2

β2
z

· max(∆x2,∆y2)

12−∆z2β̃2
z

(2.3.47)

3D problems (frequency domain) Three spatial derivative operators are discretized
and ω is evaluated. The discrete dispersion equation may be written as:

µεω̃2 = β2
x

(

1− β2
x∆x2

12

)

+ β2
y

(

1− β2
y∆y2

12

)

+ β2
z

(

1− β2
z∆z2

12

)

(2.3.48)

The relative errors in this case are:

errω2min = −µεω2 · 1

12( 1
∆x2 + 1

∆y2 + 1
∆z2 )

(2.3.49)

errω2max = −µεω2 · max(∆x2,∆y2,∆z2)

12
(2.3.50)

The maximum level of the relative error of frequency for a rectangular grid (i.e. ∆x =

Error [%]
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Figure 2.3.6: Maximum level of the relative numerical dispersion error in frequency for 3D
eigenproblems in frequency domain versus normalized frequency. (∆x = ∆y = ∆z = ∆h)

∆y = ∆z = ∆h) is given in a normalized chart in fig. 2.3.6.

3D explicit update scheme (time domain) Here, all four operators (three with
respect to space and one with respect to time) are discretized and ω is evaluated by
means of an explicit update scheme in time domain. The discrete dispersion equation is
the following:

µεω̃2

(

1− ω̃2∆t2

12

)

= β2
x

(

1− β2
x∆x2

12

)

+ β2
y

(

1− β2
y∆y2

12

)

+ β2
z

(

1− β2
z∆z2

12

)

(2.3.51)
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with the relative errors:

errω2min =
∆t2ω̃2

12−∆t2ω̃2
− µεω2 · 1

(12−∆t2ω̃2)( 1
∆x2 + 1

∆y2 + 1
∆z2 )

(2.3.52)

errω2max =
∆t2ω̃2

12−∆t2ω̃2
− µεω2 · max(∆x2,∆y2,∆z2)

12−∆t2ω̃2
(2.3.53)

Practical note The expressions for minimum and maximum relative errors presented
above include the exact values of, depending on the algorithm, ω or βz, which are unknown
a priori. They should be substituted by their approximations ω̃ or β̃z respectively. Such
an approach is valid when the relative errors are small, which is the case in practice.

Correction of the numerical dispersion error The knowledge of the error bounds
for any particular algorithm is very useful as this allows one to minimize the average
error in the case where the propagation direction is not known. It was shown that the
calculated value α̃2 is placed between α2(1 + errα2min) and α2(1 + errα2max), where α2

is the exact solution (either ω2 or β2
z depending on the algorithm). In order to minimize

the mean value of the relative error, the following relation should be satisfied:

errα2min = −errα2max (2.3.54)

However, the analysis of the algorithms of interest shows, that this condition is not sat-
isfied in a general case. Therefore, the calculated values should be multiplied by the
following correction factor:

corrα2 =
2

2 + errα2min + errα2max
(2.3.55)

The corrected value will be then:

α̃2
corr = corrα2 · α̃2 (2.3.56)

The new corrected value α̃2
corr is now placed between α2(1 − 0.5∆errα2) and α2(1 +

0.5∆errα2) where ∆errα2 is defined as follows:

∆errα2 = |errα2max − errα2min| (2.3.57)

and the mean value of the relative error is equal zero. The above analysis and eq. (2.3.19)
show, that the maximum level of the relative error with respect to α after correction is
equal:

Errα ' 0.25∆errα2 (2.3.58)

2.3.2 Other sources of errors

In the preceding sections we have established the upper and the lower bounds for the
numerical dispersion errors in several variants of finite difference methods. It is obvious,
that the numerical dispersion is caused by the discretization of the domain and cannot be
avoided. As the derived expression indicate, this error decreases with decreasing grid size.
In addition to the numerical dispersion there are also other factors related to discretization
which affects the accuracy of the final solution. In electromagnetics, the most important



44 Fast finite difference numerical techniques ...

additional factors which have to be considered are the location of interfaces between media
and boundaries and the presence of singularities of the field.

While these factors contribute to the overall accuracy, magnitude of the errors can be
reduced either by the grid size reduction or an application of the field theory. The second
approach is by far more appealing because, if the additional errors are brought below the
numerical dispersion error without decreasing the grid size, the algorithm will have the
greatest accuracy which is theoretically possible.

In the following sections, we shortly describe the nature of errors other than the
numerical dispersion. Further in this work, new algorithms based on the field theoretical
analysis reducing these errors will be presented.

2.3.2.1 Boundary conditions

In practical simulations, one often encounters a situation when surfaces at which Dirichlet
or Neumann boundary conditions are specified do not coincide with the finite difference
grid. This introduces the error which often exceeds the level of the error due to the
numerical dispersion. Therefore, there is a need to locally change the standard finite
difference algorithm near boundaries. The algorithms reducing this kind of errors to the
order of the numerical dispersion are based on the integral form of Maxwell’s equations
and are derived in secs. 4.4, 4.5.

2.3.2.2 Interfaces between media

Boundaries between different media may also introduce an error whose magnitude is
significantly larger than the error due to numerical dispersion. Also in this case, algorithms
based on the properties of the electromagnetic fields at the media interfaces can be derived
reducing this error to the level of the numerical dispersion error. These algorithms are
described in sec. 4.2 (for 2D) and in sec. 4.3 (for 3D).

2.3.2.3 Field singularities

Electromagnetic field changes very rapidly in the vicinity of wedges and thin wires.
Accordingly, the assumption regarding the linear change of field within a cell is far from
being satisfied. In can be shown, that in the case of central finite differences, the local
truncation error in Taylor’s expansion is unbounded near singularities of the field intro-
duced by e.g. edges of metal laminas. This local error often significantly affects the
global accuracy of the computations. Therefore, if elements such as wedges, convex cor-
ners or thin wires are present in the analyzed domain, the standard expressions for the
finite-difference operators should be modified in order to account for a particular type of
singularity. A modified algorithm dealing with this problem is presented in secs. 4.6, 4.7.



Chapter 3

Symbolic space

3.1 Introduction

It was noted that time domain formulation (as some frequency domain ones) may be
solved by means of the explicit update algorithms. In order for these algorithms to be
stable the operators involved have to possess certain properties which, in the most general
case, are expressed by conditions (2.2.63) or (2.2.64). It has been proven [85] that these
conditions are satisfied for 3D Maxwell’s grid equations or in other words for a basic
discretization scheme in 3D using Yee’s mesh. It can be also easily proven that except for
the boundedness also continuous operators defined on appropriate domains satisfy these
conditions. However, in many cases, one is interested in 2D problems. Such problems
usually arise in the analysis of waveguides and lead to different operators for which these
properties have not been investigated. It was also pointed out that the basic discretization
scheme may result in an error which exceeds the level of the error due to the numerical
dispersion. The only reasonable way of controlling this type of error is via the local
modification of the operators. Obviously, in order to be useful, such local modifications
cannot change the properties of the entire operator. If this is not the case, then the
scheme becomes unstable or, at best, if only the spectral radius is increased as a result
of the modification, one may have to reduce the time step. Previous chapter showed
the equivalence of the time and frequency domain formulations. Obviously, if an explicit
update scheme is not used, the system of linear equations is solved and the problem of
stability does not come into play. One has to bear in mind, that the rate of convergence
of the iterative solvers depends on the properties of the underlying matrix, such as for
instance the spectral radius. As a result, changes introduced by local schemes to the
global operator are of importance both for frequency (FD-FD) and time domain methods
(FD-TD).

Intuitively, one may expect that a correctly constructed discrete operator, which either
incorporates local modifications or not, should guarantee that the laws of physics are pre-
served. Since these laws are related to the properties of the operators in the continuous
space there is a need of finding a common framework for construction of operator equa-
tions in continuous and discretized space. To this end, we introduce a new concept of
symbolic space. The symbolic space is the space where operators are expected to pos-
sess the same general properties in the continuous space and the discrete one. (With
the exception of boundedness – continuous operators are unbounded as they operate in
infinite dimensional spaces, discrete ones are bounded). Using the concept of symbolic
space we shall derive operator equations for 3D and 2D. These equations will be used for

45
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verifying the consistency of local subcell models which will be derived in the next chapter.
To derive the operators in the symbolic space for 2D and 3D cases it is enough to

consider only the eigenvalue problems that describe either the free oscillation (3D) or
guided wave propagation (2D). In general the second case refers to waveguides which
are structures uniform in one direction. This fact radically simplifies the analysis. The
solution provides the field distribution as a function of transverse coordinates, and a
propagation constant as a function of frequency (or the other way round). For waveguides,
Maxwell’s equations can be converted to an eigenvalue problem but there are several
possibilities discussed in sec. 3.5.3.

3.2 Formulation of a problem in 3D

In order to define operators required for the 3D analysis using the symbolic space we have
to consider the continuous space first. Let us write Maxwell’s equations in the continuous
space for a 3D problem:

−σ ~E +∇× ~H = jω¯̄ε · ~E + ~J (3.2.1)

∇× ~E = −jω ¯̄µ · ~H (3.2.2)

These equations may also be written in terms of flux density fields:

−σ¯̄ε−1 · ~D +∇× ¯̄µ−1 · ~B = jω ~D + ~J (3.2.3)

∇× ¯̄ε−1 · ~D = −jω ~B (3.2.4)

Let us also write Maxwell’s divergence equations:

∇ · ~D = ρ (3.2.5)

∇ · ~B = 0 (3.2.6)

3.3 Formulation of a problem in 2D

For the 2D problems we restrict the analysis to waveguides uniform in the z direction.
We assume that all materials in the analyzed structures are lossless. In order to simplify
analysis further, the fields are decomposed into transverse (denoted with subscript t) and
longitudinal (denoted with z) parts. The propagation constant and the angular frequency
are denoted with βz and ω, respectively. With these conventions, Maxwell’s equations in
terms of the intensity fields take up the form:

[

−jβz~ız × (.) −~ız ×∇t(.)
−∇t ·~ız × (.) 0

] [

~Ht

Hz

]

= jω

[

¯̄εtt ε̄tz
ε̄zt εzz

] [

~Et

Ez

]

(3.3.1)

[

−jβz~ız × (.) −~ız ×∇t(.)
−∇t ·~ız × (.) 0

] [

~Et

Ez

]

= −jω
[

¯̄µtt µ̄tz

µ̄zt µzz

] [

~Ht

Hz

]

(3.3.2)

Similarly, in terms of the flux density fields, we get:
[

−jβz~ız × (.) −~ız ×∇t(.)
−∇t ·~ız × (.) 0

] [

¯̄νtt ν̄tz

ν̄zt νzz

] [

~Bt

Bz

]

= jω

[

~Dt

Dz

]

(3.3.3)

[

−jβz~ız × (.) −~ız ×∇t(.)
−∇t ·~ız × (.) 0

] [

¯̄χtt χ̄tz

χ̄zt χzz

] [

~Dt

Dz

]

= −jω
[

~Bt

Bz

]

(3.3.4)
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In the forgoing analysis, we also use Maxwell’s divergence equations, which for decomposed
fields take up the following form:

∇t · ~Dt − jβzDz = 0 (3.3.5)

∇t · ~Bt − jβzBz = 0 (3.3.6)

Since we consider only lossless materials, the following conditions are satisfied [13, 53]:

[

¯̄εHtt ε̄Hzt

ε̄Htz ε∗zz

]

=

[

¯̄εtt ε̄tz
ε̄zt εzz

]

(3.3.7)

[

¯̄µH
tt µ̄H

zt

µ̄H
tz µ∗

zz

]

=

[

¯̄µtt µ̄tz

µ̄zt µzz

]

(3.3.8)

Analogous relations are valid for tensors ¯̄χ and ¯̄ν.

3.4 Symbolic space for 3D problems

We may now introduce operators in the symbolic space for the 3D case. In this space,
we use common symbols for continuous and discrete basic operators, functions and sca-
lars which occur in the 3D problem. As the same continuous operators may be defined
for different boundary conditions, such an approach is only possible if we introduce the
boundary conditions of a particular operator domain to the symbols1. The new symbols
are given together with the continuous and discrete operators in tab. 3.4. Note that
each differential operator is defined twice. One for the boundary conditions satisfied by
function ~E or ~D and for the second time for boundary conditions of function ~H or ~B. We
may now rewrite eqs. (3.2.1)–(3.2.4) for the symbolic space:

−Se + Rmh = jωEe+ i (3.4.1)

Ree = −jωMh (3.4.2)

and

−SE−1d+ RmM−1b = jωd+ i (3.4.3)

ReE
−1d = −jωb (3.4.4)

Eqs. (3.2.5), (3.2.6) take up the following form:

Ded = r (3.4.5)

Dmb = 0 (3.4.6)

1Care has to be taken when applying such operators to functions. Such operators can be applied only
to functions belonging to their domain.
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Table 3.4.1: Symbols of basic operators and functions in symbolic, continuous and discrete
spaces. Subscript e denotes boundary conditions of function ~E or ~D depending on the
operator, and subscript m denotes boundary conditions of function ~H or ~B (see the text
for explanation).

Symbol Continuous space Discrete space

Re ∇× (.)e R e

Rm ∇× (.)m Rm

De ∇ · (.)e D e

Dm ∇ · (.)m D m

Ge ∇(.)e G e

Gm ∇(.)m Gm

E ¯̄ε E
M ¯̄µ M
S σ S

e ~E e

h ~H h

d ~D d

b ~B b

i ~J i
r ρ r

< u, v >
∫∫∫

V
~U · ~V dv ∆x∆y∆z

∑

i uivi

3.4.1 Properties of basic operators

We now derive properties of the 3D basic operators.

Rotation operator Let us start from the following property of the continuous rotation
operator:

∇ · (~U × ~V ) = ~V · ∇ × ~U − ~U · ∇ × ~V (3.4.7)

This may be written in the integral form as follows:
∫∫∫

V

~V · ∇ × ~Udv =
∫∫∫

V

~U · ∇ × ~V dv +
∫∫∫

V
∇ · (~U × ~V )dv (3.4.8)

From the Gauss law, we have:
∫∫∫

V
∇ · (~U × ~V )dv =

∫∫

δV
(~U × ~V ) · ~nds (3.4.9)

where δV is the boundary of the domain V . If we substitute for fields ~E, ~H, respectively,
vectors ~U , ~V and assume that the domain is surrounded by the electric and/or magnetic
walls, the integral on the right hand side vanishes:

∫∫

δV
( ~E × ~H) · ~nds = 0 (3.4.10)

This gives the following property in the symbolic space:

Re = RT
m

(3.4.11)



Chapter 3 Symbolic space 49

Divergence and gradient operators We may note, that gradient operator does not
appear in the formulation of a problem in 3D in sec. 3.2. However, for completeness, we
introduce without a proof the following property of gradient and divergence operators:

∇ · (.) = −[∇(.)]T (3.4.12)

and extend it to the symbolic space as follows:

De = −GT
e

(3.4.13)

Dm = −GT
m

(3.4.14)

Operators corresponding to material tensors For lossless materials, the following
properties hold:

E = EH (3.4.15)

M = MH (3.4.16)

Other properties The following property is well known in the continuous space:

∇ · ∇ × (.) = 0 (3.4.17)

∇×∇(.) = 0 (3.4.18)

We expand these equations to the symbolic space. From (3.4.17), we get the following
two equations:

DeRm = 0 (3.4.19)

DmRe = 0 (3.4.20)

Analogously, (3.4.18) leads to:

ReGe = 0 (3.4.21)

RmGm = 0 (3.4.22)

3.4.2 3D problems

Deterministic problems Maxwell’s equations written in the form (3.4.1), (3.4.2) or
(3.4.3), (3.4.4) with nonzero current i describe deterministic problems with i representing
sources. We may formulate such problems in a single equation. Combining eqs. (3.4.1),
(3.4.2) into a matrix-operator form we get the following 6-component formula:

[

−E−1S E−1Rm

−M−1Re 0

] [

e
h

]

= jω

[

e
h

]

+

[

E−1i
0

]

(3.4.23)

Analogously, combination of (3.4.3) and (3.4.4) gives:
[

−SE−1 RmM−1

−ReE
−1 0

] [

d
b

]

= jω

[

d
b

]

+

[

i
0

]

(3.4.24)

Magnetic fields may be eliminated from the above equations. This way, we get 3-
component formulations:

E−1RmM−1Ree = ω2e− jωE−1Se− jωE−1i (3.4.25)

RmM−1ReE
−1d = ω2d− jωSE−1d− jωi (3.4.26)
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Nondeterministic problems With the absence of sources (i.e. for i = 0), the problem
becomes nondeterministic and the corresponding equations formulate an eigenproblem.
For instance, from (3.4.27), we get:

[

−E−1S E−1Rm

−M−1Re 0

] [

e
h

]

= jω

[

e
h

]

(3.4.27)

This equation represents an eigenproblem with eigenvalues jω and eigenvectors

[

e
h

]

.

Nondeterministic problems for lossless structures Equations may be further sim-
plified if the medium is lossless. In this case S = 0, and operators E, M are hermitian.
From (3.4.25) and (3.4.26), we get:

E−1RmM−1Ree = ω2e (3.4.28)

RmM−1ReE
−1d = ω2d (3.4.29)

Analogously, we may now eliminate the electric field components from eqs. (3.4.23) and
(3.4.24). In this case, we get the following 3-component eigenproblems:

M−1ReE
−1Rmh = ω2h (3.4.30)

ReE
−1RmM−1b = ω2b (3.4.31)

The pairs of eigenproblems (3.4.28), (3.4.29), and (3.4.30), (3.4.31) are transposed to each
other. For lossless structures without sources, eqs. (3.4.23), (3.4.24) formulate eigenprob-
lems, which are also transposed to each other.

3.4.3 Static solutions

It is easy to verify, that about one third of solutions of the problems defined in sec. 3.4.2
are static modes (i.e. solutions corresponding to ω = 0). These solutions do not satisfy
Maxwell’s divergence equations (3.4.5) and (3.4.6):

Ded 6= r (3.4.32)

Dmb 6= 0 (3.4.33)

They may be written in the form:

e = Geue (3.4.34)

h = Gmum (3.4.35)

where ue, um are scalar fields. The static solutions may cause a problem when solving a
nondeterministic problem with some solvers, because it may be difficult to separate the
lowest order modes of interest. Note, that this is not a problem in the case of the FD-TD
method, since we may use sources without static excitation. In order to solve the problem,
we may shift zero eigenvalues, corresponding to the static solutions, in frequency. To this
end, we should modify the operators by adding new terms. These new terms cannot
have influence on the actual dynamic solutions. In addition to this condition, we will
assure that the part of the result operator corresponding to the actual dynamic modes
will not have influence on the shifted static solutions. Limiting our discussion to the case
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of the nondeterministic problems for lossless structures, we get the following new forms
of eqs. (3.4.28), (3.4.29), (3.4.30) and (3.4.31):

E−1RmM−1Ree+ GeAeDeEe = ω2e (3.4.36)

RmM−1ReE
−1d+ EGeAeDed = ω2d (3.4.37)

M−1ReE
−1Rmh + GmAmDmMh = ω2h (3.4.38)

ReE
−1RmM−1b+ MGmAmDmb = ω2b (3.4.39)

where Ae, Am are arbitrary positive and symmetric operators defined in appropriate
spaces. If these operators are symmetric, the eigenproblems are in the same relations
with their transposals as before. It is easy to verify, that for Ae = v2

ε
and Am = v2

µ
, the

new term in each equation is positive and its spectral radius is approximately equal to the
spectral radius of the dynamic part of the global operator. Therefore, positiveness and
the norm of the global operator do not change. Solutions of the new equations contain
now spurious modes. In order to test if a solution is spurious (static) or dynamic we
should substitute it to one of the equations (3.4.28), (3.4.29), (3.4.30) or (3.4.31).

Similar approach to the static solutions, but with another form of operators Ae, Am,
may be found in [7, 16].

3.5 Symbolic space for 2D problems

Despite fewer dimensions it is necessary to consider more elementary operators in 2D
than in 3D. We introduce symbols of all the operators required in 2D in Tab. 3.5. Again,
subscript e denotes boundary conditions of function ~Et or Dz depending on the operator.
Analogously, subscript m denotes boundary conditions of function ~Ht or Bz. For instance,
Dte corresponds to a transverse divergence operator acting on functions that fulfill the
boundary conditions for an appropriate components of the transverse electric flux density
field. Symbol Gte denotes a transverse gradient operator which acts on functions fulfilling
the boundary conditions for the longitudinal electric intensity field component. Similarly,
symbol Gtm denotes a transverse gradient operator corresponding to the magnetic field.

Let us now rewrite the equations presented in sec. 3.3 in the symbolic space.
Eqs. (3.3.1) and (3.3.2) become:

[

−jβzZm −ZmGtm

−DteZm 0

] [

ht

hz

]

= jω

[

Ett Etz

Ezt Ezz

] [

et

ez

]

(3.5.1)

[

−jβzZe −ZeGte

−DtmZe 0

] [

et

ez

]

= −jω
[

Mtt Mtz

Mzt Mzz

] [

ht

hz

]

(3.5.2)

Eqs. (3.3.3), (3.3.4) take up the form:
[

−jβzZm −ZmGtm

−DteZm 0

] [

Ntt Ntz

Nzt Nzz

] [

bt
bz

]

= jω

[

dt

dz

]

(3.5.3)

[

−jβzZe −ZeGte

−DtmZe 0

] [

Ftt Ftz

Fzt Fzz

] [

dt

dz

]

= −jω
[

bt
bz

]

(3.5.4)

From (3.3.5), (3.3.6), we get:

Dtedt − jβzdz = 0 (3.5.5)

Dtmbt − jβzbz = 0 (3.5.6)
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Table 3.5.1: Symbols of basic operators and functions in symbolic, continuous and discrete
spaces. Subscript e denotes boundary conditions of function ~Et or Dz depending on the
operator, and subscript m denotes boundary conditions of function ~Ht or Bz (see the text
for explanation).

Symbolic space Continuous space Discrete space

Dte ∇t · (.)e D te

Dtm ∇t · (.)m D tm

Gte ∇t(.)e G te

Gtm ∇t(.)m G tm

Ze ~ız × (.)e Z e

Zm ~ız × (.)m Z m

Ett
¯̄εtt E tt

Etz ε̄tz E tz

Ezt ε̄zt E zt

Ezz εzz E zz

Mtt
¯̄µtt M tt

Mtz µ̄tz M tz

Mzt µ̄zt M zt

Mzz µzz M zz

Ftt
¯̄χtt F tt

Ftz χ̄tz F tz

Fzt χ̄zt F zt

Fzz χzz F zz

Ntt
¯̄νtt N tt

Ntz ν̄tz N tz

Nzt ν̄zt N zt

Nzz νzz N zz

et
~Et e t

ez Ez e z

ht
~Ht h t

hz Hz h z

dt
~Dt d t

dz Dz d z

bt ~Bt b t

bz Bz b z

< u, v >
∫∫

S
~U · ~V ds ∆x∆y

∑

i uivi
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It should be emphasized, that the equations introduced above are more general than those
presented in sec. 3.3. Here we extended the properties valid in the continuous space, in
such a way that they are also valid in the discretized domain. Note, that up to this time,
we have not made any assumption regarding the method of discretization.

3.5.1 Properties of basic operators

In this section, we derive the properties of the basic operators defined above. Further on,
these properties will help us to transform operator equations and provide conditions for
constructing discretized operators.

Transverse divergence and transverse gradient operators Here, we establish con-
ditions under which the following property of the operators ∇t · (.), ∇t(.) is satisfied:

[∇t · (.)]T = −∇t(.) (3.5.7)

Eq. (3.5.7) implies, that for an arbitrary pair of scalar functions f and vector functions
~U the following statement is true:

〈

f,∇t · ~U
〉

p
= −

〈

∇tf, ~U
〉

p
(3.5.8)

Operation < ., . >p in the above equation denotes the pseudo-inner product [53]. We use
the following property of operator ∇t · (.):

∇t · (f ~U) = f∇t · ~U + ~U · ∇tf (3.5.9)

The pseudo-inner product (3.5.8) takes up the form:

∫∫

S
f∇t · ~Uds = −

∫∫

S

~U · ∇tfds+
∫∫

S
∇t · (f ~U)ds (3.5.10)

In order to prove (3.5.7) we should show that the last integral in (3.5.10) vanishes. From
the Gauss law we have:

∫∫

S
∇t · (f ~U)ds =

∫

δS
f ~U · ~ndl (3.5.11)

where δS is the boundary of domain S and ~n is a unit vector normal to δS. The integral
vanishes if for every point on δS one of the statements is true:

f = 0 or ~U · ~n = 0 (3.5.12)

Eq. (3.5.12) defines the space of the pairs (f, ~U). If the pair (f, ~U) belongs to one of the

spaces: (Hz, ~Bt), (Hz,~ız × ~Et), (Ez,~ız × ~Ht), (Ez, ~Dt), then for a combination of electric
and magnetic wall boundaries, condition (3.5.12) is satisfied. Therefore, the following
equations are true:

Dte = −GT
te

(3.5.13)

Dtm = −GT
tm

(3.5.14)
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Operator ~ız× (.) It is well known, that the following property of operator ~ız× (.) takes
place:

~ız × (.) = −[~ız × (.)]T (3.5.15)

We extend this relation to the symbolic space as follows:

Ze = −ZT
m

(3.5.16)

This equation also ensures that for real values of βz, the global rotation operators in
eqs. (3.5.1) and (3.5.2) (or (3.5.3) and (3.5.4)) are hermitian transposed to each other:

[

−jβzZm −ZmGtm

−DteZm 0

]H

=

[

−jβ∗
zZe −ZeGte

−DtmZe 0

]

(3.5.17)

Furthermore, we may note that operator~ız× (.) is unitary, which means that its inversion
is equivalent to the transposition:

[~ız × (.)]−1 = [~ız × (.)]T (3.5.18)

This and eq. (3.5.16) give:

Z−1
e

= −Zm (3.5.19)

Operators corresponding to material tensors We assumed, that we deal with loss-
less materials. This implied properties (3.3.7) and (3.3.8). Both equations may be written
in the symbolic space as follows:

[

EH
tt

EH
tz

EH
zt

EH
zz

]

=

[

Ett Ezt

Etz Ezz

]

(3.5.20)

[

MH
tt

MH
tz

MH
zt

MH
zz

]

=

[

Mtt Mzt

Mtz Mzz

]

(3.5.21)

This also gives:

[

FH
tt

FH
tz

FH
zt

FH
zz

]

=

[

Ftt Fzt

Ftz Fzz

]

(3.5.22)

[

NH
tt

NH
tz

NH
zt

NH
zz

]

=

[

Ntt Nzt

Ntz Nzz

]

(3.5.23)

Other properties One of the basic properties of differential operators is

∇t ·~ız ×∇t(.) = 0 (3.5.24)

Expanding the above formula to the symbolic space, we get the following properties:

DtmZeGte = 0 (3.5.25)

DteZmGtm = 0 (3.5.26)
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Properties valid for homogeneous isotropic media If the medium is isotropic and
homogeneous, we may write the following relation:

E−1
tt

ZmM−1
tt

Ze = v2Itt (3.5.27)

where v denotes the wave speed and Itt is the identity operator defined on the transverse
fields. This condition is based on the formulations presented in sec. 3.5.3 and guarantees
that the propagation constant and the frequency are related to each other by the following
equation:

ω2 − ω2
0 = v2β2

z (3.5.28)

where ω0 is the cutoff angular frequency of the corresponding mode.

Final comment All the properties presented above may be seen as constraints on the
construction of discrete operators. However, as will be shown in the next sections, all
these properties will be satisfied, in a natural way, as a consequence of the field behavior,
Maxwell’s equations and Yee’s grid.

3.5.2 Construction of real operators

Equations presented at the beginning of sec. 3.5 may, in general, lead to formulations with
complex operators. This will be the case, for instance, when real value of βz is treated as
a parameter. This situation will further lead to matrix equations with complex matrices.
Solving of complex equations requires more computation time and computer memory
than in the case of equations with real matrices. Therefore, it is useful to reformulate
our equations in such a way that they will lead to equations with real operators. It is
obvious, that such reconstruction is not possible in a general case (for instance complex
value of parameters βz or ω, complex operators arise from material tensors). However, it
is possible in the most common situations. Such situations include problems with a real
or imaginary parameter βz or a real or imaginary parameter ω. An appropriate character
of the operators arisen from the material tensors is also required in these cases. Let us
derive the new equations.

It is easy to verify, that eqs. (3.5.1) and (3.5.2) may be written in the following manner:
[

−jmβzZm −ZmGtm

−DteZm 0

] [

nht

mnhz

]

= jnω

[

Ett mEtz

m∗Ezt Ezz

] [

met

ez

]

(3.5.29)

[

−jm∗βzZe −ZeGte

−DtmZe 0

] [

met

ez

]

= −jn∗ω

[

Mtt m∗Mtz

mMzt Mzz

] [

nht

mnhz

]

(3.5.30)

where m, n are parameters taking values ±1 or ±j. In the same way we may rewrite
eqs. (3.5.3) and (3.5.4):

[

−jmβzZm −ZmGtm

−DteZm 0

] [

Ntt m∗Ntz

mNzt Nzz

] [

nbt
mnbz

]

= jnω

[

mdt

dz

]

(3.5.31)

[

−jm∗βzZe −ZeGte

−DtmZe 0

] [

Ftt mFtz

m∗Fzt Fzz

] [

mdt

dz

]

= −jn∗ω

[

nbt
mnbz

]

(3.5.32)

Eqs. (3.5.5), (3.5.6) take up the form:

Dtemdt − jmβzdz = 0 (3.5.33)

Dtmnbt − jm∗βzmnbz = 0 (3.5.34)
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Table 3.5.2: Values of parameters m, n and the corresponding character of βz, ω and
operators corresponding to material tensors in the formulations with real operators. The
rest of the basic matrices must be real.

m n βz ω Etz,Ezt,Mtz,Mzt

±1 ±1 imag. imag. real
±1 ±j imag. real real
±j ±1 real imag. imag.
±j ±j real real imag.

Table 3.5.2 shows the values of parameters m and n and the corresponding character
of βz, ω and operators arisen from material tensors. Assuming that the rest of the
basic operators are real, the choice of the parameters according to this table will lead
to formulations with real operators.

Example As an example, let us rewrite eqs. (3.5.29), (3.5.30) for real values of βz and
ω. We substitute m and n by j and get:

[

βzZm −ZmGtm

−DteZm 0

] [

jht

−hz

]

= −ω
[

Ett jEtz

−jEzt Ezz

] [

jet

ez

]

(3.5.35)

[

−βzZe −ZeGte

−DtmZe 0

] [

jet

ez

]

= −ω
[

Mtt −jMtz

jMzt Mzz

] [

jht

−hz

]

(3.5.36)

In this case, operators Etz,Ezt,Mtz,Mzt must by strictly imaginary2 and the rest of the
basic operators must be real. Note, that also eqs. (3.5.1), (3.5.2) lead to formulations
with real operators, if βz, ω are both imaginary and all the basic matrices are real.

3.5.3 Eigenproblems

The operators defined in the symbolic space render the manipulations of Maxwell’s equa-
tions much easier. In this section we shall present a whole class of eigenproblems which
can be derived from Maxwell’s equations. (The derivation may be found in app. A).

The eigenproblems presented here are based on the approach proposed in sec. 3.5.2
with parameters m and n. Such an approach enables one to construct equations with real
matrices in the most common cases. In order to make our discussion more clear when
referring to the equations, we assume that βz and ω are real. In other words, we assume
that parameters m and n are both set to j (according to tab. 3.5.2).

The simplest form are the most general six field component formulations presented in
tab. 3.5.3. If βz is treated as a parameter, the eigenvalues are ω and the right eigenvec-
tors are vectors containing all the intensity field components. The left eigenvectors, or
eigenvectors of the transposed eigenproblem, are vectors containing all the flux density
field components. If ω is a parameter, the eigenvalues are βz, the right eigenvectors are
the same as in the previous case, but the left eigenvectors are different and contain only
the transverse field components of the intensity fields.

The solutions of the problems with six field components contain static modes which do
not satisfy conditions (3.5.5), (3.5.6). These solutions may be removed by eliminating the

2This includes the case of strictly bidirectional structures, where these operators vanish.
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Table 3.5.3: 6 field component ω and βz formulations for general anisotropic waveguides.
Fields with subscript k∗ correspond to ω = ω∗

k, βz = β∗
zk (such substitution must be per-

formed for both, parameter and eigenvalue).

Eigenproblem Parameter Eigenvalue Eigenvector
right left

[L0 + (jn∗ω)Lω+
(jm∗βz)Lβ]u = 0

jm∗βz jn∗ωk











metk

ezk

nhtk

mnhzk





















mdtk∗

dzk∗

nbtk∗
mnbzk∗











jn∗ω jm∗βzk











metk

ezk

nhtk

mnhzk





















−Zmn
∗htk∗

0
Zem

∗etk∗

0











L0 =











0 −ZeGte 0 0
−DtmZe 0 0 0

0 0 0 ZmGtm

0 0 DteZm 0











Lω =











0 0 Mtt m∗Mtz

0 0 mMzt Mzz

n2Ett n2mEtz 0 0
n2m∗Ezt n2Ezz 0 0











Lβ =











−Ze 0 0 0
0 0 0 0
0 0 m2Zm 0
0 0 0 0











longitudinal field components from the most general eigenproblems. This leads to four
field component formulations. The formulation presented in tab. 3.5.4 has parameter βz

and eigenvalues ω2. The eigenvectors contain the transverse flux density field components.
In the formulation from tab. 3.5.5, the parameter is ω, the eigenvalues are β2

z and the
eigenvectors contain the transverse intensity fields. If βz is a parameter, we may further
reduce the number of field components. This produces two eigenproblems with two field
components (see tab. 3.5.4). The eigenvalues in these cases are ω2 and the eigenvectors
are the transverse electric or transverse magnetic flux density fields.

Elimination of electric or magnetic fields from the general formulation with six fields
leads to the formulations with three field components (tab. 3.5.6). However, these formu-
lations also contain static solutions. The parameter in these case is βz and the eigenvalues
are ω2. The eigenvectors are all three components of the electric or magnetic fields.
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Table 3.5.4: 4 and 2 field component ω and ω2 formulations for general anisotropic waveg-
uides.

Eigenproblem Parameter Eigenvalue Eigenvector
right left

[

0 Ldb

Lbd 0

] [

mdt

nbt

]

= (jn∗ωk)

[

mdt

nbt

] jm∗βz jn∗ωk

[

mdtk

nbtk

] [

Zmn
∗btk∗

−Zem
∗dtk∗

]

−n2LdbLbddt = ω2dt jm∗βz ω2
k dtk Zmbtk∗

−n2LbdLdbbt = ω2bt jm∗βz ω2
k btk Zedtk∗

Ldb = −m2n2Zmm
∗NtzDtm

− n2ZmGtmmNzt

− 1
jm∗βz

n2ZmGtmNzzDtm

− jmβzn
2ZmNtt

Lbd = m2ZemFtzDte

+ ZeGtem
∗Fzt

+ 1
jmβz

ZeGteFzzDte

+ jm∗βzZeFtt

Table 3.5.5: 4 field component βz formulation for general anisotropic waveguides.

Eigenproblem Parameter Eigenvalue Eigenvector
right left

[

Lee Leh

Lhe Lhh

] [

met

nht

]

= (jm∗βz)

[

met

nht

] jn∗ω jm∗βzk

[

metk

nhtk

] [

Zmn
∗htk∗

−Zem
∗etk∗

]

Lee = GteE
−1
zz
m∗Ezt

− Zmm
∗MtzM

−1
zz

DtmZe

Leh = 1
jnω

GteE
−1
zz

DteZm

− jn∗ωZmMtt

+ jn∗ωZmm
∗MtzM

−1
zz
mMzt

Lhe = − 1
jn∗ω

m2GtmM−1
zz

DtmZe

+ jnωm2ZeEtt

− jnωm2ZemEtzE
−1
zz
m∗Ezt

Lhh = m2GtmM−1
zz
mMzt

− m2ZemEtzE
−1
zz

DteZm
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Table 3.5.6: 3 field component ω2 formulations for general anisotropic waveguides.

Eigenproblem Parameter Eigenvalue Eigenvector
right left

FRmNRee = ω2e jm∗βz ω2
k

[

metk

ezk

] [

mdtk∗

dzk∗

]

NReFRmh = ω2h jm∗βz ω2
k

[

htk

mhzk

] [

btk∗
mbzk∗

]

Rm =

[

−jmβzZm −ZmGtm

−DteZm 0

]

Re =

[

−jm∗βzZe −ZeGte

−DtmZe 0

]

F =

[

Ftt Ftz

Fzt Fzz

]

N =

[

Ntt Ntz

Nzt Nzz

]

Table 3.5.7: 4 field component ωβz and ω2 formulations for strictly bidirectional waveg-
uides.

Eigenproblem Parameter Eigenvalue Eigenvector
right left

(ω2Lω2 + L0)

[

met

nht

]

= ω2 m∗n∗ωkβzk

[

metk

nhtk

] [

Zmn
∗htk∗

−Zem
∗etk∗

]

m∗n∗ωβz

[

met

nht

]

m∗n∗ωβz ω2
k

[

metk

nhtk

] [

mdtk∗

nbtk∗

]

Lω2 =

[

0 −n2ZmMtt

m2ZeEtt 0

]

L0 =

[

0 −n2GteE
−1
zz

DteZm

m2GtmM−1
zz

DtmZe 0

]

Table 3.5.8: 4 field component ωβz and β2
z formulations for strictly bidirectional waveg-

uides.

Eigenproblem Parameter Eigenvalue Eigenvector
right left

(β2
zLβ2 + L0)

[

mdt

nbt

]

= β2
z m∗n∗ωkβzk

[

mdtk

nbtk

] [

Zmn
∗btk∗

−Zem
∗dtk∗

]

m∗n∗ωβz

[

mdt

nbt

]

m∗n∗ωβz β2
zk

[

mdtk

nbtk

] [

metk∗

nhtk∗

]

Lβ2 =

[

0 −n2ZmM−1
tt

m2ZeE
−1
tt 0

]

L0 =

[

0 n2ZmGtmM−1
zz

Dtm

−m2ZeGteE
−1
zz

Dte 0

]
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The equations may be simplified if the structure is strictly bidirectional. Four field
component formulations produce in this case eigenproblems presented in tabs. 3.5.7 and
3.5.8. One may note, that quantity ωβz appears as a parameter or eigenvalues in these
formulations. If it is a parameter, the solution of the eigenproblem will produce the
dispersion characteristics in another coordinate system.

In strictly bidirectional waveguides, the number of field components may further be
reduced. Tab. 3.5.9 presents the formulations with only two field components.

In two special cases, i.e. at cutoff and in the static case, the equations may be reduced
to the scalar eigenproblems. These formulations are presented in tab. 3.5.10.

Table 3.5.9: 2 field component ω2 and β2
z formulations for strictly bidirectional waveguides.

Eigenproblem Parameter Eigenvalue Eigenvector
right left

Ldddt = ω2dt β2
z ω2

k dtk Zmbtk∗
Lbbbt = ω2bt β2

z ω2
k btk Zedtk∗

Leeet = β2
zet ω2 β2

zk etk Zmhtk∗

Lhhht = β2
zht ω2 β2

zk htk Zeetk∗

Ldd = −β2
zZmM−1

tt ZeE
−1
tt

+ ZmGtmM−1
zz

DtmZeE
−1
tt

+ ZmM−1
tt ZeGteE

−1
zz

Dte

Lbb = −β2
zZeE

−1
tt ZmM−1

tt

+ ZeGteE
−1
zz

DteZmM−1
tt

+ ZeE
−1
tt ZmGtmM−1

zz
Dtm

Lee = −ω2ZmMttZeEtt

− ZmMttGtmM−1
zz

DtmZe

+ GteE
−1
zz

DteEtt

Lhh = −ω2ZeEttZmMtt

− ZeEttGteE
−1
zz

DteZm

+ GtmM−1
zz

DtmMtt

Table 3.5.10: Scalar ω2 cutoff and β2
z static formulations for strictly bidirectional waveg-

uides.

Eigenproblem Parameter Eigenvalue Eigenvector
right left

E−1
zz

DteZmM−1
tt ZeGteez = ω2ez β2

z = 0 ω2
k ezk dzk

M−1
zz

DtmZeE
−1
tt ZmGtmhz = ω2hz β2

z = 0 ω2
k hzk bzk

E−1
zz

DteEttGteez = β2
zez ω2 = 0 β2

zk ezk dzk

M−1
zz

DtmMttGtmhz = β2
zhz ω2 = 0 β2

zk hzk bzk
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3.6 Discretization of 2D basic operators

In sec. 3.5.3, we developed different eigenproblems based on Maxwell’s equations which are
suitable for the analysis of waveguides. All these equations are defined in terms of a few
basic operators. Since we extended the definition of the basic operators by introducing the
symbolic space, all these equations are valid in continuous space as well as in the discrete
space. However, up to this time, nothing has been said about the construction of the
discrete basic operators. We discuss it here for all operators defined in Tab. 3.5, using the
properties derived in sec. 3.5.1. In this section, we present the form of discrete matrices
in the homogeneous parts of the domain. Inhomogeneities are discussed in chapter 4.

(a) (b) (c)

Figure 3.6.1: Fragments of 2D Yee’s grid corresponding to the domains and ranges of
matrices D te (a) G te (b) and Z e, Z m (c). Numbers in the figures denote position of
vector elements associated with the nodes in the corresponding vectors.

Discretization of functions The form of the discrete operators depends on the app-
roach used for the discretization of the fields. The fields are discretized to form Yee’s mesh.
This means that if the relation between two fields is expressed by the first order differential
operator, the grids corresponding to these fields are shifted with respect to each other by
half a cell size. This enables one to use the central difference scheme when discretizing
the differential operators. Moreover, the grids corresponding to different fields differ by
the integration paths in the integral interpretation of the grid equations3. For instance,
vectors d t (discretized transverse electric flux density) and d z (discretized longitudinal
electric flux density) are related to each other by the discretized version of eq. (3.5.5):

jβzd z = D ted t (3.6.1)

3See sec. 2.2.2.
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Since we use the central difference scheme to discretize the electric transverse divergence
operator, nodes4 dz are shifted by a half of the cell size with respect to nodes dt. Moreover,
the integration paths corresponding to nodes dt go through the points with the equal
distance from the closest nodes dz. This situation is presented in fig. 3.6.1(a). The
domain (dt) and the range (dz) of operator D te are denoted with red color. The arrows
denote direction of the vectors.

Let us now consider the case of the discrete electric intensity fields et, ez and discrete
electric transverse gradient G te (fig. 3.6.1(b)). The relation between both fields may be
formulated in the static case as follows

e t = − 1

jβz
G tee z (3.6.2)

The central difference procedures require in this case that nodes et are shifted by a half of
the cell size with respect to grid ez. From the integral interpretation of the grid equations
it follows that the integration paths of field et go through points between two closest
elements ez. One may note, that in general this has not to be the straight lines. This fact
will be used when presenting the local schemes (chapter 4) where some of the cells will
be deformed. In the homogeneous parts of the domain, however, there is no reason to use
the integration paths different than the straight lines.

If we now look at the example of operators Z e, Z m, we may note that they only
change the direction of the vectors. This means, that the grids and the integration paths
are the same in the domains and ranges of these operators (see example in fig. 3.6.1(c)).

Fig. 3.6.2 presents the grids for all the discrete fields together with the basic operators
with denoted domains and ranges. Different integration paths for the transverse fields may
be seen in this figure. In particular, one may note the difference between the integration
paths of the flux density and intensity fields. This implies, that the material matrices are
simple diagonal operators with the elements being the material constants only if the field
variation within a single cell is close to linear. Otherwise, these matrices may have more
complicated, even nondiagonal forms. We present such cases in chapter 4.

Discretization of operators In order to derive the basic operators let us consider the
case of the electric transverse gradient. Let us use the continuous form of eq. (3.6.2)
written for component Ex

Ex = − 1

jβz

∂

∂x
Ez (3.6.3)

We discretize this equation using the central difference approach and write it for node 1
of the transverse electric field from fig. 3.6.1(b)

Et1 = − 1

jβz

1

∆x
(Ez2 − Ez1) (3.6.4)

This equation defines the row of matrix G te corresponding to node Et1. The part of
matrix G te corresponding to all nodes from fig. 3.6.1(b) has the following form:

G te =











−∆x−1 ∆x−1 0 0
0 0 −∆x−1 ∆x−1

−∆y−1 0 ∆y−1 0
0 −∆y−1 0 ∆y−1











(3.6.5)

4We use term nodes for the differential interpretation of the grid equations. Each node has a corre-
sponding integration path or area associated with the integral interpretation.
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Figure 3.6.2: Discrete fields and operators in the finite difference method for 2D structures.
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One may note that every row of this matrix contains all the nonzero elements of the global
operator. Location of these elements in the global matrix depends on the numbering of
the nodes. In general, if node Ex has number m in vector e t and node Ez has number n
in vector e z, the element of matrix G te corresponding to the interaction between these
nodes will be located in m-th row and n-th column. In the same way we derive discrete
magnetic transverse gradient G tm.

An analogous procedure may be performed in order to define matrices D te, D tm. We
get operators of the form D te = −G T

te and D tm = −G T
tm, satisfying conditions (3.5.13)

and (3.5.14).
In a similar manner, we may derive matrices Z e and Z m. The fragments of these

matrices corresponding to the nodes from fig. 3.6.1(c) have the following form

Z e =











0 0 1 0
0 0 0 1
−1 0 0 0

0 −1 0 0











Z m =











0 0 1 0
0 0 0 1
−1 0 0 0

0 −1 0 0











(3.6.6)

Material matrices which correspond to the material tensors are, in the homogeneous parts
of the domain, diagonal with elements being the material constants at the corresponding
point.

3.7 Discretization of 3D basic operators

Analogously, we may discretize basic operators in 3D.

(a) (b)

Figure 3.7.1: Fragments of 3D Yee’s grid corresponding to the domains and ranges of
matrices Rm (a) and R e (b).

Discretization of functions The fields are discretized to form 3D Yee’s mesh. As
in the 2D case, the discretized fields differ by position of nodes and by the areas of
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(a) (b) (c)

Figure 3.7.2: Fragments of 3D Yee’s grid corresponding to the domains and ranges of
matrices D e (a), G e (b) and A e (c).

integration. For instance, relation between vectors b (discretized magnetic flux density)
and e (discretized electric intensity) may be written as follows.

−jωb = R ee (3.7.1)

The electric rotation operator is discretized using the central difference scheme. Therefore,
nodes b must be shifted in space versus the corresponding nodes e. In particular, nodes bz

are shifted by a half of the cell size with respect to nodes ex, ey. The same is true for nodes
bx with respect to ey, ez and for by with respect to ex, ez. Moreover, the integration paths
of nodes e determine the integration surface of the corresponding node b in the integral
interpretation of the grid equations. This may be seen in fig. 3.7.1(b). Four integration
lines of four nodes e determine the integration area of cell b.

In order to get discrete representations of operators De, Dm, we also need to define
their ranges. These are spaces of scalar functions, respectively, ve and vm defined as
follows5:

ve = Ded (3.7.2)

vm = Dmb (3.7.3)

The domains of operators De, Dm are, respectively, spaces {d} and {b}. Analogously, we
define domains of operators Ge, Gm as spaces of scalar functions ue, um:

e ←− Geue (3.7.4)

h ←− Gmum (3.7.5)

The ranges of these operators6 are, respectively, spaces {e} and {h}. Since operators, De

and Ge will be discretized using the central difference scheme, discrete scalar nodes ue,
5We use these functions to define the spaces. Note, that the equations are equivalent to (3.4.5), (3.4.6).
6Note, that expressions (3.7.4), (3.7.5) define the static solutions according to eqs. (3.4.34) and (3.4.35).
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(a) (b) (c)

Figure 3.7.3: Fragments of 3D Yee’s grid corresponding to the domains and ranges of
matrices D m (a), Gm (b) and Am (c).

ve are shifted in space by a half of the cell size with respect to the neighbor pairs of nodes
ex, ey, ez (or dx, dy, dz) This is shown in fig. 3.7.2(a) and (b). The figure also shows
the integration areas corresponding to the nodes in the integral interpretation of the grid
equations. Note, that the integration surfaces corresponding to nodes dx, dy, dz define
the integration volume corresponding to nodes ve as shown in fig. 3.7.2(a). Fig. 3.7.2(c)
presents domain and range of matrix A e being a discretized version of operator Ae defined
in sec. 3.4.3.

Analogously, we may define grid of discrete nodes um and vm with a half of the cell
size shift with respect to nodes hx, hy, hz (or bx, by, bz) as shown in fig. 3.7.3.

Fig. 3.7.4 presents the grids corresponding to all of the discrete 3D fields. The figure
also shows the discrete operators with their domains and ranges. As in the 2D case,
differences between integration areas may be seen. In particular, we may note differences
between the integration areas for the flux density (surfaces) and intensity fields (lines).

Discretization of operators Let us write eq. (3.7.1) for node By in the continuous
space:

−jωBy =
∂

∂z
Ex −

∂

∂x
Ez (3.7.6)

This equation may be discretized using the central difference scheme:

−jωby =
(

1

∆z
(ex2 − ex1)− 1

∆x
(ez3 − ez4)

)

(3.7.7)

where the nodes correspond to fig. 3.7.1(b). From the above equation, we get all nonzero
elements of sparse matrix R e corresponding to node by from the figure.

R e =
[

−∆z−1 ∆z−1 −∆x−1 ∆x−1
]

(3.7.8)
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The rows of matrix R e correspond to nodes b and the columns correspond to nodes e.
Analogously, we may define nonzero elements of matrix R m corresponding to the nodes
from fig. 3.7.1(a):

Rm =
[

∆y−1 −∆y−1 ∆x−1 −∆x−1
]

(3.7.9)

In the same manner, we derive matrices D e and G e. Nonzero elements of these
matrices corresponding to the nodes from figs. 3.7.2(a) and (b) are:

D e =
[

−∆x−1 ∆x−1 −∆y−1 ∆y−1 −∆z−1 ∆z−1
]

(3.7.10)

G e =







−∆x−1 ∆x−1 0 0
−∆y−1 0 ∆y−1 0
−∆z−1 0 0 ∆z−1






(3.7.11)

Nonzero elements of operators D m and Gm corresponding to the nodes from figs. 3.7.3(a)
and (b) look in the same manner.

Like in the case of 2D basic operators, the material matrices in the homogeneous parts
of the domain are diagonal. The elements of these matrices are simply the values of the
appropriate material constant at the corresponding point.

One may easily verify, that the basic operators defined this way satisfy all the condi-
tions derived in sec. 3.4.1.
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Figure 3.7.4: Discrete fields and operators in the finite difference method for 3D structures.
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3.8 Stability of 2D explicit update schemes

As shown in sec. 2.2.3, every eigenproblem has its potential counterpart in the form of
an explicit update scheme. In particular, all formulations presented in sec. 3.5.3 may be
expressed in this form. It should be emphasized, however, that although these formula-
tions are defined in the more general symbolic space, the explicit update algorithms are
meaningful only in the case of the discretized equations. This is due to the fact, that, as
shown in sec. 2.2.3, the stability conditions of these algorithms require limited spectrum
of the operator in the corresponding eigenproblems, while the operators in the continuous
space are unbounded. Moreover, discretization is the only way to convert an operator
equation into the form of a numerical algorithm7.

Although every eigenproblem from sec. 3.5.3 may be converted to an explicit update
algorithm, not all of the obtained schemes will satisfy the stability conditions. In par-
ticular, in most practical cases, the stability conditions are not satisfied, if the scheme
arise from the formulations with eigenvalues βz or β2

z . Stability conditions (2.2.26) and
(2.2.38) require in these cases, that all solutions βz of the corresponding eigenproblem
are real8. In other words, all modes should propagate. This condition is satisfied for the
frequencies larger than the cutoff frequency of the highest order mode. It is obvious, that
this frequency range does not include the range, where the numerical dispersion error is
small and the modes of interest are easy to separate.

Estimation of the time step in the explicit update schemes In order to find the
maximum time step of the explicit update schemes, we need to estimate the norm of the
operator in the corresponding eigenproblem (according to the discussion from sec. 2.2.3).
We may use the fact that the nonzero9 eigenvalues of every eigenproblem derived in
sec. 3.5.3 correspond to the same values of ω. Therefore, it is sufficient to test the norm
of one general operator. The result may be then used for other operators. We limit our
discussion to strictly bidirectional waveguides. Further on, we base the analysis on ω2

2-component formulations found in tab. 3.5.9. These eigenproblems may be written in
the following manner:

(β2
zLdtβ2 + LdtH + LdtE)dt = ω2dt (3.8.1)

(β2
zLbtβ2 + LbtH + LbtE)bt = ω2bt (3.8.2)

where the suboperators are defined as follows:

Ldtβ2 = −ZmM−1
tt

ZeE
−1
tt

(3.8.3)

LdtH = ZmGtmM−1
zz

DtmZeE
−1
tt

(3.8.4)

LdtE = ZmM−1
tt

ZeGteE
−1
zz

Dte (3.8.5)

Lbtβ2 = −ZeE
−1
tt

ZmM−1
tt

(3.8.6)

LbtE = ZeGteE
−1
zz

DteZmM−1
tt

(3.8.7)

LbtH = ZeE
−1
tt

ZmGtmM−1
zz

Dtm (3.8.8)

7However, this discretization may have form other than the finite difference technique presented in
this chapter. Such methods as FEM, SDA and others are also based on a discretization of an operator
equation.

8This also implies that all solutions β2
z must be real and positive.

9Some of the eigenproblems contain static solutions, and hence, have a number of multiply degenerated
zero eigenvalues.
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It is easy to verify, that the following relations are satisfied:

Lbtβ2 = −ZmLH
dbβ2Zm (3.8.9)

LbtE = −ZmLH
dbE

Zm (3.8.10)

LbtH = −ZmLH
dbH

Zm (3.8.11)

It is obvious that Lbtβ2 has the same eigenvalues as Ldtβ2 and the same is true for pairs
of operators LbtE, LdbE and LbtH, LdbH.

Let us use the following estimation:

||Ldt|| ≤ ||Ldt||βz=0 + ||β2
zLdtβ2|| (3.8.12)

We may estimate the norm of operator Ldtβ2 as follows:

||Ldtβ2|| ≤ v2
max (3.8.13)

||Ldt||βz=0 is the norm of the operator Ldt at cutoff.
In order to find this norm, let us calculate fields dtH and btE corresponding to, respec-

tively, modes H and E at cutoff:

dtH = − 1

jωH

ZmGtmhz (3.8.14)

btE =
1

jωE
ZeGteez (3.8.15)

According to properties (3.5.25) and (3.5.26), we get:

LdtEdtH = 0 (3.8.16)

LbtHbtE = 0 (3.8.17)

This means, that, at cutoff, eigenproblems (3.8.1), (3.8.2) reduce to the following eigeprob-
lems for modes E and H:

LdtHdtH = ω2dtH (3.8.18)

LbtEbtE = ω2btE (3.8.19)

The eigenvalues of these equations being the squares of cutoff frequencies for, respectively,
modes E and H are the same as the eigenvalues of the following two scalar eigenproblems:

LezEezE = ω2ezE (3.8.20)

LhzHhzE = ω2hzH (3.8.21)

where operators LezE, LhzH are defined as follows:

LezE = E−1
zz

DteZmM−1
tt

ZeGte (3.8.22)

LhzH = M−1
zz

DtmZeE
−1
tt

ZmGtm (3.8.23)

The above analysis gives the following formula for the norm of operators Lbt, Ldt for
βz = 0:

||Lbt|||βz=0 = ||Ldt|||βz=0 = max(||LdtE||, ||LdtH||)
= max(||LezE||, ||LhzH||) (3.8.24)



Chapter 3 Symbolic space 71

Table 3.8.1: Estimation of the norm maximum of operators LezE and LhzH. Analysis of
nonzero elements in row i. ε, µ are associated with nodes, respectively, ez, hz correspond-
ing to row i. µx+, µx−, µy+, µy− and εx+, εx−, εy+, εy− correspond to, respectively, nodes
hx, hy in the neighborhood of node ez and ex, ey in the neighborhood of node hz.

LezE LhzH

aii
1

εµx+∆x2 + 1
εµx−∆x2 + 1

µεx+∆x2 + 1
µεx−∆x2 +

1
εµy+∆y2 + 1

εµy−∆y2

1
µεy+∆y2 + 1

µεy−∆y2

aij(i 6= j) − 1
εµx+∆x2 − 1

µεx+∆x2

− 1
εµx−∆x2 − 1

µεx−∆x2

− 1
εµy+∆y2 − 1

µεy+∆y2

− 1
εµy−∆y2 − 1

µεy−∆y2

∑

j |aij| 2
εµx+∆x2 + 2

εµx−∆x2 + 2
µεx+∆x2 + 2

µεx−∆x2 +
2

εµy+∆y2 + 2
εµy−∆y2

2
µεy+∆y2 + 2

µεy−∆y2

||A ||max v2
max( 4

∆x2 + 4
∆y2 ) v2

max( 4
∆x2 + 4

∆y2 )

Now, we have to estimate the norm of operators LezE, LhzH. We use the following
property:

||A || ≤ ||A ||max = max
i

∑

j

|aij| (3.8.25)

The above equation shows that we may estimate the norm of an operator via analysis of
its nonzero elements. Tab. 3.8.1 shows the nonzero elements of operators LezE, LhzH and
presents the estimation of their norm maximum. Substituting the results of the analysis
from the table and eq. (3.8.13) into (3.8.12), we get:

||Ldt|| ≤ v2
max

(

4

∆x2
+

4

∆y2
+ β2

z

)

(3.8.26)

Substituting the above estimation of the norm into (2.2.38), we get the well known stability
condition [50]:

∆t ≤ 1

vmax

√

1
∆x2 + 1

∆y2 + β2
z

4

(3.8.27)

In addition to (3.8.27), βz must satisfy the following condition:

β2
z ∈ R ∧ β2

z ≥ 0 (3.8.28)

In other words, βz must be real.

Positiveness of operators in eqs. (3.8.1) and (3.8.2), also required for the stability,
is obvious, since each of the terms given by eqs. (3.8.3)–(3.8.8) may be presented as a
product of two positive and symmetric operators. Note, that this is always true when the
conditions derived in sec. 3.5.1 are satisfied.
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3.9 Stability of 3D explicit update schemes

Analogously to the discussion from the previous section, we derive stability conditions
for explicit update algorithms written for 3D problems. When testing the norms, we use
property (3.8.25) and the norm maximum. We test the norm maximum of operators in
eigenproblems (3.4.36), (3.4.37), (3.4.38) and (3.4.39) with Ae = v2

ε
and Am = v2

µ
. As it

was said in sec. 3.4.3, these norms maximum are the same as in the case of eigenproblems
with unshifted static solutions (eqs. (3.4.28), (3.4.29), (3.4.30) and (3.4.31)). Now, we
use the fact that for the highest order modes, the field is concentrated in the area where
the wave can propagate at the highest speed (in the unbounded medium) or, in other
words, of the maximum value of 1/(µε). Therefore, when using expression (3.8.25), we
may analyze nonzero elements of the operator only in rows corresponding to this area.
The norm maximum, hence, corresponds to a suboperator consisting only of these rows.
This radically simplifies the analysis. Tab. 3.9.1 presents the nonzero elements of the
operators (they are the same for each matrix). Using these elements, we calculate the
norm maximum. From the table and eq. (2.2.38), we get the well known CFL (Courant-
Freidrich-Lewy) stability condition [45, 79]:

∆t ≤ 1

vmax

√

1
∆x2 + 1

∆y2 + 1
∆z2

(3.9.1)

As in the 2D case, positiveness of operators in eqs. (3.4.36), (3.4.37), (3.4.38), (3.4.39)
is obvious because, as follows from the properties derived in sec. 3.4.1, each of the terms
may be expressed as a product of two positive and symmetric operators.

When the domain is lossy, we deal with the explicit update scheme described in
sec. 2.2.3.3. In this case, the algorithm must satisfy condition (2.2.43) in order to be sta-
ble. We note that operator L must be symmetric. Although the operators in eqs. (3.4.36),
(3.4.37), (3.4.38), (3.4.39) are not symmetric, we may easily symmetrize them by writ-
ing equivalent equations. For instance, for eq. (3.4.36) or (3.4.37) upgraded with a term
corresponding to losses, we get:

E−1/2RmM−1ReE
−1/2(E1/2e) +

E1/2GeAeDeE
1/2(E1/2e) = ω2(E1/2e)− jωE−1/2SE−1/2(E1/2e) (3.9.2)

Note, that since operator E is hermitian and positive, operator E1/2 is also hermitian.
Now, the operator on the left hand side of the equation is hermitian. The eigenfunctions
of (3.9.2) are fields E1/2e. Eqs. (3.4.38) and (3.4.39) may be symmetrized in the same
manner, with the eigenfunctions M1/2h. From eq. (3.9.2) it follows, that according to
eq. (3.4.36), in order to get a stable algorithm, ∆t must satisfy condition (3.9.1) and
operators E, S must have the following property:

E−1/2SE−1/2 ≥ 0 (3.9.3)

This means, that both operators, E and S, must be positive. This is the case in practice,
since E = ¯̄ε and S = σ.
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Table 3.9.1: Estimation of the norm maximum of 3D operators in eigenproblems with
eigenvalues ω2. Analysis of nonzero elements in row i in the region of the highest value
of the speed of wave vmax.

aii v2
max

(

2
∆x2 + 2

∆y2 + 2
∆z2

)

aij(i 6= j) −v2
max/∆x

2

−v2
max/∆x

2

−v2
max/∆y

2

−v2
max/∆y

2

−v2
max/∆z

2

−v2
max/∆z

2

∑

j |aij| v2
max

(

4
∆x2 + 4

∆y2 + 4
∆z2

)

||A ||max 4v2
max

(

1
∆x2 + 1

∆y2 + 1
∆z2

)
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Chapter 4

Local schemes

4.1 Introduction

In secs. 3.6, 3.7 we presented the form of the basic operators in the homogeneous parts
of the domain. These forms are valid, when the field variation within the cell is close
to linear and the medium does not change within the cell. If this is not the case, the
standard expressions have to be modified so as not to introduce the error. In most
cases the fundamental assumptions are not fulfilled only for some cells. For these cells
one may derive special expressions called local schemes. The local schemes introduce the
corrections that are needed to give a more accurate description of Maxwell’s equation on a
discrete grid. It has to be noted that the grid equations involve a number of basic operators
which are applied consecutively. The local schemes can modify some or all operators but
this changes should be introduced in such a manner as not to affect the constraints
imposed on them, expressed by the properties discussed in the previous chapter. Since
the sequence of basic operators defines an appropriate problem, while devising the local
scheme one may arbitrarily select one or more operators. In this thesis we propose to
base local schemes on the modification of the operators describing the media parameters.
This means that the operators corresponding to integral or differential operators are
unchanged, i.e. they have the same form as for the regular cells and linear field variations.
The modifications are localized in the basic matrices corresponding to material tensors.
This implies that for some cells these operators are no longer simply diagonal matrices
containing appropriate material constants at the corresponding points. Material matrices
have to be modified in order to correctly represent the field behavior in the grid equations
with using standard finite-difference operators. A similar technique has been proposed
by Gwarek [27,29] to account for the presence of electric and magnetic walls that do not
coincide with mesh points and by Celuch-Marcysiak and Gwarek [10] to handle cells loaded
with different media. In this chapter, we derive alternative local schemes for arbitrarily
located dielectric boundaries (secs. 4.2, 4.3) and electric walls (secs. 4.4, 4.5). In these
cases, the modification of the grid operators corresponding to media are relatively simple.
More complicated case, such as modeling of field singularity in the vicinity of conductive
wedges is treated in secs. 4.6, 4.7.

4.2 Modeling of interfaces between media in 2D

The first problem which requires an appropriate local scheme is the situation presented
in fig. 4.2.1, which depicts a dielectric boundary crossing Yee’s cell. Here, it is obvious

75
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(a) (b) (c)

Figure 4.2.1: Electric field at 2D Yee’s cell: parallel (a), normal (b) and at an arbitrary
angle with respect to the dielectric boundary (c).

that the operators which have to be modified have to do with the media properties. This
can be accomplished by deriving the effective permittivity for this cell which should be
selected in such a way that e.g. the field discontinuities are accounted for. We split the
analysis into three parts associated with different location of the boundary with respect
to Yee’s cell and presented in figs. 4.2.1(a), (b) and (c), namely for boundary parallel,
normal and at an arbitrary angle with respect to the vector1.

Vector parallel to the boundary In order to derive the effective permittivity for the
electric fields parallel to the dielectric boundary (fig. 4.2.1(a)), we start from the following
definition:

ε|| =
D̃||

Ẽ||

(4.2.1)

where D̃|| and Ẽ|| are the mean values of, respectively, electric flux density and intensity
fields. Both symbols may be expressed in the integral form. We get:

ε|| =

1
S

[

∫∫

S1
ε1E||ds+

∫∫

S2
ε2E||ds

]

1
S

∫∫

S E||ds
(4.2.2)

Since the intensity fields parallel to the boundary are continuous, we may assume that
E|| is constant in the entire cell:

E|| = const (4.2.3)

This simplifies eq. (4.2.2), and finally, we get:

ε|| =
ε1S1 + ε2S2

S
(4.2.4)

This equation defines the effective permittivity for the parallel electric field. Note, that in
2D this is also the effective permittivity for z electric field component, since it is always
parallel to the boundary.

1It has to be noted that the results of the vectors parallel and normal to the boundary have been
earlier obtained by other authors [9, 42]. Their derivation is included here for completeness. Also, some
researchers published formulas for oblique interfaces [9, 42], but for that case the approach was different
from that presented in this thesis and the final expressions obtained here are different from those published
elsewhere.
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Vector normal to the boundary Analogously, we derive the effective permittivity
for the normal fields (fig. 4.2.1(b)). This time, we start from the following integral for-
mulation:

ε⊥ =
D̃⊥

Ẽ⊥

=
1
S

∫∫

S D⊥ds
1
S

[

∫∫

S1

1
ε1
D⊥ds+

∫∫

S2

1
ε2
D⊥ds

] (4.2.5)

The flux density fields normal to the boundary are continuous. Therefore, we may assume
that D⊥ is constant over the entire cell:

D⊥ = const (4.2.6)

Putting (4.2.6) into (4.2.5), we get the effective permittivity for the normal electric fields:

ε⊥ =
S

S1

ε1
+ S2

ε2

(4.2.7)

Vector at an arbitrary angle with respect to the boundary More general case,
with the electric vector at an arbitrary angle with respect to the boundary (fig. 4.2.1(c)),
requires more sophisticated treatment. We split the normal and parallel fields into x and
y components:

E⊥ = Ex sinφ+ Ey cosφ (4.2.8)

E|| = −Ex cosφ+ Ey sin φ (4.2.9)

D⊥ = Dx sin φ+Dy cosφ (4.2.10)

D|| = −Dx cosφ+Dy sinφ (4.2.11)

And φ is the angle between the boundary and x field component. The flux density and
intensity fields are related to each other by the following formulae:

D⊥ = ε⊥E⊥ (4.2.12)

D|| = ε||E|| (4.2.13)

where ε⊥, ε|| are defined by eqs. (4.2.7) and (4.2.4) respectively. Putting (4.2.8), (4.2.9),
(4.2.10), and (4.2.11) into (4.2.12) and (4.2.13), we get:

Dx cosφ+Dy sin φ = ε⊥Ex cosφ+ ε⊥Ey sin φ (4.2.14)

−Dx sin φ+Dy cosφ = −ε||Ex sin φ+ ε||Ey cosφ (4.2.15)

Relation between the flux density and intensity fields defines the effective permittivity in
the form of the following tensor:

¯̄εtteff =

[

cosφ − sinφ
sin φ cosφ

] [

ε⊥ 0
0 ε||

] [

cosφ sinφ
− sin φ cosφ

]

=

[

ε⊥ cos2 φ+ ε|| sin
2 φ (ε⊥ − ε||) sinφ cosφ

(ε⊥ − ε||) sinφ cosφ ε⊥ sin2 φ+ ε|| cos2 φ

]

(4.2.16)

We may radically simplify the algorithm by ignoring non-diagonal elements of this tensor.
This leads to the following effective permittivity for the field component from fig. 4.2.1(c):

εeff = ε⊥ sin2 φ+ ε|| cos2 φ (4.2.17)
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Boundary between magnetics In a similar manner we may calculate the effective
permeability:

µeff = µ⊥ sin2 φ+ µ|| cos2 φ (4.2.18)

where the effective parallel and normal permeabilities are defined as follows:

µ|| =
µ1S1 + µ2S2

S
(4.2.19)

µ⊥ =
S

S1

µ1
+ S2

µ2

(4.2.20)

Modification of operators Calculated effective permittivities εeff appear as diagonal
elements of matrices E tt (nodes Ex, Ey) or E zz (nodes Ez) at the positions corresponding
to the modified nodes. Analogously, effective permeabilities µeff are diagonal elements of
matrices M tt or M zz.

Stability condition of the explicit update schemes We may note that the effective
permittivity or permeability derived in this section is always larger than the smallest one.
Therefore, the new algorithm does not change the stability condition of the explicit update
procedures.

4.3 Modeling of interfaces between media in 3D

(a) (b) (c)

Figure 4.3.1: Electric field at 3D Yee’s cell: parallel (a), normal (b) and at an arbitrary
angle φ with respect to the dielectric boundary (c).

Analogously to the 2D case presented in sec. 4.2, we may derive the effective permit-
tivities and permeabilities for the cells crossed by a boundary between two media. For
the fields parallel to the boundary (fig. 4.3.1(a)), we have:

εeff || =
ε1V1 + ε2V2

V
(4.3.1)

µeff || =
µ1V1 + µ2V2

V
(4.3.2)

where V1, V2 are volumes of the regions corresponding to medium, respectively, 1 and 2
in the cell. For the fields perpendicular to the boundary (fig. 4.3.1(b)), we have:

εeff⊥ =
V

V1

ε1
+ V2

ε2

(4.3.3)
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µeff⊥ =
V

V1

µ1
+ V2

µ2

(4.3.4)

In a general case (fig. 4.3.1(c)), the effective material constants may be expressed in terms
of two previous pairs of equations:

εeff = εeff || cos2 φ+ εeff⊥ sin2 φ (4.3.5)

µeff = µeff || cos2 φ+ µeff⊥ sin2 φ (4.3.6)

where φ is an angle between the boundary and the direction of the field. The effective
material constants calculated this way should be set at the appropriate diagonal positions
of matrices E (for the effective permittivity εeff ) and M tt (for the effective permeability
µeff ).

4.4 Modeling of metal boundaries in 2D

In this section, we introduce a technique for a less straightforward problem of accounting
for the presence of metal planes that do not coincide with Yee’s grid by a suitable local
modification of media properties.

Tangential components of the electric intensity field vanish at electric walls. Therefore,
if the electric nodes in Yee’s mesh coincide with the wall, the modeling of the boundary is
reduced to removal of these nodes from the basic operators. This corresponds to setting
the appropriate fields to zero. However, in practice the electric wall may be arbitrarily
located with respect to the grid. In order to correctly model such a general case, Yee’s
nodes should be deformed in the vicinity of the boundary, moving the integration paths
of the tangential components of the electric intensity field to the wall.

The algorithm presented in this section is similar to the approaches proposed by Gwa-
rek [27] and Railton [63, 65]. Although these methods may be expressed in terms of
modification of the basic matrices, they do not satisfy the postulates derived in sec. 3.5.1.

4.4.1 Simple cells

Let us consider the case of a fragment of 2D Yee’s grid presented in fig. 4.4.1. Maxwell’s
grid equations in the integral form for standard node Hz in fig. 4.4.1(a) may be written
as follows

−jω∆x∆yµHz = ∆x(Ex2 − Ex1)−∆y(Ey2 − Ey1) (4.4.1)

Let us now consider the modified node in the neighborhood of the electric wall shown in
fig. 4.4.1(b). Note, that nodes Ex2 and Ez01, Ez11 were moved to the boundary, and hence
vanish, since the tangential electric intensity field vanishes at electric wall. Maxwell’s grid
equations for modified node Hz take up the form

−jωShzµHz = ∆x(0− Ex1) + (∆y + a)Ey1 − (∆y + b)Ey2 (4.4.2)

This may be rewritten as follows

−jω∆x∆y

(

µ
Shz

∆x∆y

)

Hz = ∆x(0− Ex1)−∆y(E ′
y2 − E ′

y1) (4.4.3)
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(a) (b)

Figure 4.4.1: Nodes Ex and Ey in the vicinity of an electric wall in the finite difference
algorithm before (a) and after (b) modification.

where fields E ′
y1, E ′

y2 are related to Ey1, Ey2 by the following formulae

E ′
y1 =

∆y + a

∆y
Ey1 =

(

1

ε

∆y + a

∆y

)

Dy1 (4.4.4)

E ′
y2 =

∆y + b

∆y
Ey2 =

(

1

ε

∆y + b

∆y

)

Dy2 (4.4.5)

Let us note, that introducing quantities E ′
y1, E ′

y2 instead of Ey1, Ey2 to vector e t, we do not
modify matrices D te, G te. We modify only the corresponding diagonal elements of matrix
E tt. Comparing eq. (4.4.3) with (4.4.1) we see that the deformation of node Hz may be
realized by introducing effective permeability at this node and effective permittivities at
the corresponding nodes Ey1 and Ey2. The effective permeability is given by the following
equation

µzzeff = µ
Shz

∆x∆y
(4.4.6)

and this value should be set at the corresponding diagonal element in matrix M zz. From
eqs. (4.4.4) and (4.4.5) it follows that the effective permittivities corresponding to nodes
Ey1 and Ey2 have the form

εyyeff1 = ε
∆y

∆y + a
(4.4.7)

εyyeff2 = ε
∆y

∆y + b
(4.4.8)

These values will appear at appropriate places at the main diagonal of matrix E tt.

As shown in sec. 3.6 the integration paths for fields Ey and Bx in the integral interpre-
tation of the grid equations are the same (see fig. 4.4.2). Therefore, we also need to modify
the equations for the transverse magnetic fields. By introducing quantity B ′

x instead of
Bx into vector b t, we guarantee that operators D tm, G tm have the standard form. B ′

x is
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(a) (b)

Figure 4.4.2: Nodes Bx and By in the vicinity of an electric wall in the finite difference
algorithm before (a) and after (b) modification. Compare with fig. 4.4.1.

related to Bx as follows

B′
x =

∆y + a

∆y
Bx =

(

µ
∆y + a

∆y

)

Hx (4.4.9)

This leads to the following effective permeability at node Bx1

µxxeff1 = µ
∆y + a

∆y
(4.4.10)

Analogously for node Bx2 we have:

µxxeff2 = µ
∆y + b

∆y
(4.4.11)

These effective permeabilities are appropriate diagonal elements of matrix M tt.

4.4.2 General cells

In the previous section, we presented a simple cell in the vicinity of the boundary. How-
ever, definition of such cell does not cover all possible situations. Figs. 4.4.3 and 4.4.4
present a more general case. Here, we have node Hz22 but the other H field (Hz12) required
for updating field Ey12 does not exist. Therefore, we should modify the algorithm. As
shown in fig. 4.4.3(a), instead of node Ey12, we introduce virtual node Ev. Let us write
discretized Maxwell’s equations for electric flux density nodes Dy11, Dv, Dx21:

jω∆xDy11 = −(Hz21 −Hz11) (4.4.12)

jωSvDv = −(Hz22 −Hz12) (4.4.13)

jω∆yDx21 = (Hz22 −Hz21) (4.4.14)

Node Hz12 appearing in (4.4.13) does not exist. We assume that the magnetic field is
constant over the new larger cell Hz11 and copy Hz11 to Hz12:

Hz12 = Hz11 (4.4.15)
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(a) (b)

Figure 4.4.3: Nodes Ex and Ey in the vicinity of an electric wall in the finite difference
algorithm before (a) and after (b) modification.

(a) (b)

Figure 4.4.4: Nodes Bx and By in the vicinity of an electric wall in the finite difference
algorithm before (a) and after (b) modification. Compare with fig. 4.4.3.
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Eq. (4.4.13) takes up the form:

jωSvDv = −(Hz22 −Hz11) (4.4.16)

As fig. 4.4.3(b) shows, we want to remove node Ev (Dv). The information about field Dv

will not be lost, however, since we may calculate it from (4.4.12) and (4.4.14):

jωSvDv = −(Hz22 −Hz21)− (Hz21 −Hz11)

= −jω∆yDx21 + jω∆xDy11 (4.4.17)

Dividing both sides by jωSv, we get:

Dv =
∆x

Sv
Dy11 −

∆y

Sv
Dx21 (4.4.18)

Let us write discretized Maxwell’s equations for nodes Hz11, Hz21, Hz22 for the situation
from fig. 4.4.3(b):

−jωµzz11Shz11Hz11 = ∆yEy11 + lvEv − (∆y + a)Ey01 + ∆xEx10 (4.4.19)

−jωµzz21∆x∆yHz21 = ∆yEy21 −∆xEx21 −∆yEy11 + ∆xEx20 (4.4.20)

−jωµzz22Shz22Hz22 = cEy22 − lvEv + ∆xE ′
x21 (4.4.21)

The equations above use modified integration paths. We may also write these equations
with the standard integration paths. The modification will be then introduced into effec-
tive material constants. The standard equations may be written as follows:

−jωµ′
zz11∆x∆yHz11 = ∆yE ′

y11 −∆yE ′
y01 + ∆xEx10 (4.4.22)

−jωµzz21∆x∆yHz21 = ∆yEy21 −∆xE ′
x21 −∆yE ′

y11 + ∆xEx20 (4.4.23)

−jωµ′
zz22∆x∆yHz22 = ∆yE ′

y22 + ∆xE ′
x21 (4.4.24)

Comparing (4.4.19)–(4.4.21) with (4.4.22)–(4.4.24), we get a set of new quantities:

µ′
zz11 = µzz11

Shz11

∆x∆y
(4.4.25)

µ′
zz22 = µzz22

Shz22

∆x∆y
(4.4.26)

and

E ′
y01 =

∆y + a

∆y
Ey01 (4.4.27)

E ′
y22 =

c

∆y
Ey22 (4.4.28)

According to the discussion from sec. 4.4.1, eqs. (4.4.27), (4.4.28) lead to the following
effective permittivieties for nodes Ey01 Ey22:

ε′yy01 = εyy01
∆y

∆y + a
(4.4.29)

ε′yy22 = εyy22
∆y

c
(4.4.30)
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Moreover, from (4.4.19)–(4.4.24), we get:

E ′
y11 = Ey11 +

lv
∆y

Ev (4.4.31)

E ′
x21 = Ex21 −

lv
∆x

Ev (4.4.32)

∆xE ′
x21 + ∆yE ′

y11 = ∆xEx21 + ∆yEy11 (4.4.33)

It is clearly seen that quantities E ′
y11 and E ′

x21 defined by eqs. (4.4.31) and (4.4.32) satisfy
also eq. (4.4.33). Expressing the right hand side of eq. (4.4.31) in terms of the flux density
fields, we get:

E ′
y11 =

1

εyy11
Dy11 +

lv
∆y

1

εv
Dv (4.4.34)

Using (4.4.18), we get:

E ′
y11 =

1

εyy11
Dy11 +

lv
∆y

1

εv

(

∆x

Sv
Dy11 −

∆y

Sv
Dx21

)

=

(

1

εyy11
+

∆x

∆y

lv
Sv

1

εv

)

Dy11 −
lv
Sv

1

εv
Dx21 (4.4.35)

In a similar manner we develop an expression for E ′
x21 starting from (4.4.32) and using

(4.4.13) and (4.4.18):

E ′
x21 =

1

εxx21
Dx21 −

lv
∆x

1

εv
Dv

=
1

εxx21
Dx21 −

lv
∆x

1

εv

(

∆x

Sv
Dy11 −

∆y

Sv
Dx21

)

=

(

1

εxx21
+

∆y

∆x

lv
Sv

1

εv

)

Dx21 −
lv
Sv

1

εv
Dy11 (4.4.36)

Eqs. (4.4.35), (4.4.36) may be expressed in a matrix form as follows:

[

E ′
x21

E ′
y11

]

=

[

1
εxx21

+ ∆y
∆x

lv
Sv

1
εv

− lv
Sv

1
εv

− lv
Sv

1
εv

1
εyy11

+ ∆x
∆y

lv
Sv

1
εv

] [

Dx21

Dy11

]

(4.4.37)

Matrix in (4.4.37) defines a part of matrix F tt (or E −1
tt ) corresponding to nodes Dx21,

Dy11. Note that the matrix is nondiagonal, but it is symmetric and, hence, satisfies
postulates (3.5.20), (3.5.22).

Local anisotropy associated with nondiagonal elements of matrix E −1
tt complicates

inversion of this matrix. Note, that for a diagonal matrix, the inversion is equivalent to
inversion of its diagonal elements. However, we may exclude 2×2 submatrices2 of the form
from eq. (4.4.37) from the global operator. Inversion of operator3 E −1

tt requires, hence,
inversion of all submatrices associated with the general cells. This is a simple operation
of a low numerical cost, since the submatrices are small4.

2In sec. 4.4.3, we deal with corner cells which lead to 3× 3 submatrices.
3and, analogously, operator M tt.
4An analogous discussion may be performed for calculation of operator E

1/2

tt (M
1/2

tt ) which may be
required for a symmetrization of some problems in a manner analogous to eq. (3.9.2) written for 3D.
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We may perform an analogous analysis for fields Bx11, By21 from fig. 4.4.4. All the
equations will be dual to the equations presented above according to the duality relations
developed in app. A.3.1. Finally, we get the following relation between fields B ′

x11, B′
y21

and Hx11, Hy21:

[

B′
x11

B′
y21

]

=

[

µxx11 + ∆x
∆y

lv
Sv
µv

lv
Sv
µv

lv
Sv
µv µyy21 + ∆y

∆x
lv
Sv
µv

] [

Hx11

Hy21

]

(4.4.38)

We may now write a relation between all flux density and intensity fields from figs. 4.4.3
and 4.4.4 in a form of matrix equations. We assume that the domain is homogeneous.
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(4.4.40)

Operators in (4.4.39), (4.4.40) are parts of, respectively, global matrices E −1
tt and M tt

corresponding to the nodes from the figure. It is clearly seen, that these operators satisfy
condition (3.5.27) for homogeneous domains.

Figure 4.4.5: Calculation of factor lv
Sv

. lv is the shortest path from the removed ez cell to
the metal. Path Sv is perpendicular to lv.

Finding factor lv
Sv

We have not said anything yet about the choice of parameters lv
and Sv. Fig. 4.4.5 will help us to find them. Parameter lv should be the shortest path
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from the removed ez cell (in our case cell Ez11) to the metal. Parameter Sv should be
the length of the line perpendicular to lv connecting two lines parallel to lv and crossing
hz cells used for update of Dv (in our case nodes Hz11, Hz22 from fig. 4.4.3) as shown in
fig. 4.4.5. Let us now find the actual value of factor lv

Sv
. Analyzing the figure, we get:

Sv

2c
= cos(α− β)

= cosα cos β + sinα sin β (4.4.41)

We calculate sines and cosines also from the figure:

cosα =
lvx

lv
(4.4.42)

sinα =
lvy

lv
(4.4.43)

cos β =
∆y

2c
(4.4.44)

sin β =
∆x

2c
(4.4.45)

Putting the above equations into (4.4.41), we get:

Sv

2c
=

∆ylvx

2clv
+

∆xlvy

2clv
(4.4.46)

This leads to the following expression for lv
Sv

:

lv
Sv

=
l2v

∆ylvx + ∆xlvy
(4.4.47)

4.4.3 Corner cells

Analogously, we may derive a local scheme for a corner cell presented, before modification,
in fig. 4.4.6 and, after modification, in fig. 4.4.7. We define submatrix E −1

tt using the
following relation between three electric intensity cells and the corresponding flux density
cells from fig. 4.4.7:
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 (4.4.48)

Submatrix E −1
tt is defined as follows:
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tt =
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(4.4.49)

Analogously, we define submatrix M tt (see figs. 4.4.8, 4.4.9):
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B′
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B′
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y21





 = M tt







Hx11

Hx21

Hy21





 (4.4.50)



Chapter 4 Local schemes 87

Figure 4.4.6: Nodes Ex and Ey in the vicinity of an electric wall corner in the finite
difference algorithm before modification.

Figure 4.4.7: Nodes Ex and Ey in the vicinity of an electric wall corner in the finite
difference algorithm after modification.
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Figure 4.4.8: Nodes Bx and By in the vicinity of an electric wall corner in the finite
difference algorithm before modification.

Figure 4.4.9: Nodes Bx and By in the vicinity of an electric wall corner in the finite
difference algorithm after modification.
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M tt may be written in the following way:

M tt =
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∆x

(
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µv1 + lv2

Sv2
µv2

)









(4.4.51)

4.4.4 Stability condition for the explicit update schemes

For an explicit update scheme to remain stable, the modification of the basic operators
cannot change positiveness and norm maximum of the global matrix5. In sec. 3.8, we
showed that it is enough to test properties of operators LezE and LhzH defined by, respec-
tively, eqs. (3.8.22) and (3.8.23), to get the stability condition. Let us construct these
operators for the nodes from figs. 4.4.3, 4.4.4. They are expressed in terms of basic matri-
ces, and hence, we have to define them. The basic matrices will operate on the following
vectors:
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Operators G tm, D tm, G te, D te may be written as follows:
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D tm =


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

−x x 0 0 −y 0 0
0 −x x 0 0 −y y
0 0 0 x 0 0 −y





 (4.4.54)

5We assume, that conditions derived in sec. 3.5.1 concerning symmetry are satisfied. It is true in our
case, since modified matrices E −1

tt , M tt are symmetric.
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where x = 1/∆x, y = 1/∆y. Matrices Z e, Z m have the following form:
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Using eqs. (3.8.22), (3.8.23) and the basic matrices defined above, we construct opera-
tors LezE and LhzH. Analogously to the discussion from sec. 3.8, we estimate the norm
maximum of these operators and test their definiteness. The results of the analysis are
shown in tab. 4.4.1 for operator LhzH and in tab 4.4.2 for operator LezE. By comparing
the norm maximum of the operators from tabs. 4.4.1, 4.4.2 with the norm from tab. 3.8.1
we can see that stability condition (3.8.27) will not change if the following conditions are
satisfied:
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Table 4.4.1: Estimation of norm maximum of operator LhzH. Analysis of nonzero ele-
ments in rows corresponding to nodes Hz11, Hz12 and Hz22.
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These conditions may be simplified, and finally we get the following set of conditions:
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≥ 0 (4.4.69)

Analogous analysis may be performed for the corner cells from sec. 4.4.3. This leads to
the same conditions.

4.4.5 Example

Local schemes presented in secs. 4.4.1, 4.4.2, 4.4.3 and conditions (4.4.63)–(4.4.69) derived
with the stability analysis performed in sec. 4.4.4 define an algorithm for treatment of
an arbitrarily located electric wall in the finite-difference grid. Fig. 4.4.10 presents an
example of Yee’s mesh of cells Ex, Ey, Ez and Hz crossed by an electric wall. Nodes
Ez in the vicinity of the wall are shifted to the wall and removed from the vector. All
the cells which are removed are marked green. Fig. 4.4.11 presents the same mesh after
modification. Modified cells Ex, Ey are marked red and modified cells Hz are marked
green.
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Figure 4.4.10: Nodes Ex, Ey, Ez and Hz crossed by an electric wall in the finite difference
algorithm before modification. Nodes Ez in the vicinity of the wall will be shifted to the
wall and removed from the vector. Green cells will be removed.
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Figure 4.4.11: Nodes Ex, Ey, Ez and Hz crossed by an electric wall in the finite difference
algorithm after modification (compare with fig. 4.4.10). Modified cells Ex, Ey are red and
modified cells Hz are green.
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Table 4.4.2: Estimation of norm maximum of operator LezE. Analysis of nonzero elements
in rows corresponding to nodes Ez00, Ez10 and Ez21.
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+∆y

∆x
) lv

Sv

1
µε∆x2

1+2∆x
∆y

lv
Sv

1+(∆x
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c

4.5 Modeling of metal boundaries in 3D

(a) (b)

Figure 4.5.1: Nodes E in the vicinity of an electric wall in the 3D finite difference algo-
rithm before (a) and after (b) modification.

The definition of rotation operator is expressed in terms of line and surface integrals.
Since Maxwell’s equations are written with such operators, it is intuitively seen, that the
finite difference local schemes derived for 2D equations may be easily generalized for 3D
case. In particular, we may generalize the 2D algorithm presented in sec. 4.4 to get its
3D version. Fig. 4.5.1 presents a simple 3D cell in the vicinity of a metal plane. This
figure corresponds to fig. 4.4.1 presenting the 2D version. Fig. 4.5.1(b) shows, that nodes
ue close to the boundary are moved to the metal wall. These elements should be removed
from the vector. By examining the figure, we see, that as in the 2D case, we should
modify the line integrals of the electric intensity field and the surface integrals of the
magnetic flux density field in the grid equations. As before, this leads to modification of
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(a) (b)

Figure 4.5.2: Nodes E in the vicinity of an electric wall in the 3D finite difference algo-
rithm before (a) and after (b) modification.

matrices corresponding to material properties, E and M , with effective permittivities and
permeabilities. Also note, that the volume corresponding to the scalar field vm changes
in the vicinity of the wall. This leads to modification of matrix Am if it is used.

Analogously, fig. 4.5.2, presenting a general location of a wall with respect to the grid,
corresponds to fig. 4.4.3. As before, this general case leads to nondiagonal elements of
matrices E , M .

4.6 Modeling of field singularities in 2D

We shall now derive an algorithm improving accuracy when the analyzed structure may
lead to singularities of the electromagnetic field. Such singularities may appear for
instance near conductive wedges. Because such elements are very common in practice (for
instance in planar structures), improvement of the finite-difference methods to reduce the
errors in these cases appears to be a very important problem. In a standard approach,
knowledge of the field behavior in the vicinity of the singularity is used. There are many
algorithms based on this approach in the literature [5,6,23,31,33,46,47,55,62,64,72–74].
All these methods stem from a technique called the method of Woods [86] adapted for
Yee’s mesh. One big disadvantage of the published techniques is that they may lead to
relatively large local error if the structure moves with respect to the finite-difference grid.
This are important limitations which make analysis of a particular structure difficult or
even impossible because it requires the mesh which takes into account the location of the
singular points. Moreover, most of the published methods require local homogeneity of
the domain. In this section we shall develop a new algorithm which allows one to place the
object introducing the field singularity at an arbitrary position with respect to the mesh
in homogeneous and inhomogeneous domains [56, 60, 61]. This algorithm will match the
concept of modification of basic matrices. A general idea is again to modify matrices E tt,
M tt so that the field behavior is correctly represented by the standard grid equations.



96 Fast finite difference numerical techniques ...

4.6.1 General investigations

Algorithm based on cutoff solutions We expand the longitudinal field components
in the region of singularity into a series of functions:

ez =
∑

i

ceiezci (4.6.1)

hz =
∑

i

chihzci (4.6.2)

where cei, chi are unknown coefficients. Functions ezci, hzci are the solutions of cutoff
scalar equations for ω = 0 in the vicinity of the singularity (see tab. 3.5.10):

DteZmM−1
tt

ZeGteezci = 0 (4.6.3)

DtmZeE
−1
tt

ZmGtmhzci = 0 (4.6.4)

We assume that these solutions are already known6. Let us concentrate on field ez.
Limiting the sum in (4.6.1) to the first few terms and writing it for a few grid points ez

we may present it in the following matrix form:

e z = B ecc e (4.6.5)

Further on, we assume, that the number of elements in the sum is equal to the number
of grid points, and hence B ec is a square matrix. We also assume, that the location of
these points does not lead to the singularity of the matrix. Element ij of matrix B ec is
equal to the value of function ezci of series (4.6.1) at grid point ezj:

Becij = ezci|ezj
(4.6.6)

Let us now write Maxwell’s cutoff equation for field b t in terms of field e z:

−jωb t = −Z eG tee z (4.6.7)

Note, that here we use symbols Z e, G te not for the global operators but only for their
parts corresponding to nodes bt and ez in the vicinity of the singularity. In the same
manner, we will use symbols Z m, G tm, E tt and M tt, Putting eq. (4.6.5) to (4.6.7), we
get the relation between field vector b t and coefficient vector c e:

−jωb t = −Z eG teB ecc e (4.6.8)

This leads to:
c e = −jωB −1

ec G
I
teZ mb t (4.6.9)

Operation (.)I is a quasi-inversion and will be discussed in one of the next paragraphs.
At this stage of discussion, we may assume that it is equivalent to the inversion. Vector
h t may be expressed in terms of c e as follows:

−jωh t = G tmA ecc e (4.6.10)

Matrix A ec in this equation converts coefficients cei into indefinite integrals. Further on,
matrix G tm converts it to the definite integrals. Element ij of matrix A ec is the value of
appropriate indefinite integral of function ezci at grid point hzj:

Aecij =
∫ 1

µ

∂

∂x
ezcidy

∣

∣

∣

∣

∣

hzj

= −
∫ 1

µ

∂

∂y
ezcidx

∣

∣

∣

∣

∣

hzj

(4.6.11)

6In the next section, we deal with conductive wedges, where these solutions are expressed analytically.
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Putting eq. (4.6.9) into (4.6.10), we get:

h t = G tmA ecB
−1
ec G

I
teZ mb t (4.6.12)

The above equation shows relation between fields h t and b t. Since h t = M −1
tt b t this also

defines operator M −1
tt :

M −1
tt = G tmA ecB

−1
ec G

I
teZ m (4.6.13)

In the same manner, we construct matrix E −1
tt :

E −1
tt = −G teA hcB

−1
hc G

I
tmZ e (4.6.14)

with matrices B hc, A hc defined as follows:

Bhcij = hzci|hzj
(4.6.15)

Ahcij =
∫

1

ε

∂

∂x
hzcidy

∣

∣

∣

∣

∣

ezj

= −
∫

1

ε

∂

∂y
hzcidx

∣

∣

∣

∣

∣

ezj

(4.6.16)

We should note, that operators M −1
tt , E −1

tt defined this way are not symmetric, and hence
do not satisfy conditions derived in sec. 3.5.1. The symmetry problem will be solved in
one of the next paragraphs.

Algorithm based on static solutions Analogous procedure may be performed when
constructing the basis from static equations for βz = 0:

DteEttGteezsi = 0 (4.6.17)

DtmMttGtmhzsi = 0 (4.6.18)

This leads to the following definitions of matrices E tt and M tt:

E tt = Z mG tmA esB
−1
es G

I
te (4.6.19)

M tt = −Z eG teA hsB
−1
hsG

I
tm (4.6.20)

Matrices B es, B hs, A es, A hs in the above equations are defined as follows:

Besij = ezsi|ezj
(4.6.21)

Bhsij = hzsi|hzj
(4.6.22)

Aesij =
∫

ε
∂

∂x
ezsidy

∣

∣

∣

∣

∣

hzj

= −
∫

ε
∂

∂y
ezsidx

∣

∣

∣

∣

∣

hzj

(4.6.23)

Ahsij =
∫

µ
∂

∂x
hzsidy

∣

∣

∣

∣

∣

ezj

= −
∫

µ
∂

∂y
hzsidx

∣

∣

∣

∣

∣

ezj

(4.6.24)
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Equivalence of cutoff and static approach We may show that algorithms based
on cutoff and static equations are equivalent. Assuming that the domain is isotropic,
eqs. (4.6.3) and (4.6.18) may be written as follows:

[

∂

∂x

1

µ

∂

∂x
(.) +

∂

∂y

1

µ

∂

∂y
(.)

]

ezci = 0 (4.6.25)

[

∂

∂x
µ
∂

∂x
(.) +

∂

∂y
µ
∂

∂y
(.)

]

hzsi = 0 (4.6.26)

Applying double indefinite integral
∫∫

(.)dxdy to these equations, we get the following
relations:

∫

1

µ

∂

∂x
ezcidy = −

∫

1

µ

∂

∂y
ezcidx (4.6.27)

∫

µ
∂

∂x
hzsidy = −

∫

µ
∂

∂y
hzsidx (4.6.28)

One may note, that the integrals in (4.6.27) are functions satisfying eq. (4.6.26). Analo-
gously, integrals (4.6.28) are solutions of (4.6.25). Therefore, the relations between basis
functions hzsi and ezci may be written with accuracy to the scaling factor in the following
way:

hzsi =
∫

1

µ

∂

∂x
ezcidy = −

∫

1

µ

∂

∂y
ezcidx (4.6.29)

ezci =
∫

µ
∂

∂x
hzsidy = −

∫

µ
∂

∂y
hzsidx (4.6.30)

Analogously, we may write the relations between basis functions ezsi and hzci. This and
the definitions of matrices A ∗∗ and B ∗∗ give the following relations.

B es = A hc (4.6.31)

A es = B hc (4.6.32)

B hs = A ec (4.6.33)

A hs = B ec (4.6.34)

We may now compare eqs. (4.6.19), (4.6.20) with (4.6.13), (4.6.14) and conclude, based
on the above relations, that they are equivalent.

Properties of the algorithm in the homogeneous domain We may note, that in
the homogeneous domain, the cutoff and static solutions form the same basis. This gives
the following relations:

A ec = µB hc (4.6.35)

A hc = εB ec (4.6.36)

This and the definitions of matrices E tt, M tt imply, that the algorithm presented above
satisfies condition (3.5.27) written for the homogeneous domain.
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Symmetrization of operators E tt, M tt We should note, that operators M −1
tt , E −1

tt

(or E tt, M tt) defined above are not symmetric, and hence do not satisfy conditions
(3.5.20), (3.5.21). Fortunately, the algorithm is not sensitive to small deformations of
Yee’s cells in the vicinity of the wedge. Therefore, we may choose the locations of the
appropriate nodes in the way leading to symmetric operators. This may be also achieved
in a simpler way, where we symmetrize nonsymmetric matrices as follows:

C ← 0.5(C + C T ) (4.6.37)

where C , denotes the operator to be symmetrized. In order not to disturb condition
(3.5.27) for homogeneous domains, we should symmetrize only one of the pairs E tt, M

−1
tt

or M tt, E
−1
tt .

Quasi-inversion of matrices G te, G tm Expressions describing matrices E tt, M tt

include inversions of matrices G te and G tm. Unfortunately, in many cases, these matrices
cannot be inverted, because they are singular. Let us note, however, that zero eigenvalue
of these operators correspond to one of the static modes ezi = const or hzi = const.
These modes do not have the transverse field components, and hence have no influence
on matrices E tt and M tt. Therefore, we may assume that these modes do not exist in
the global field. In this case we may remove zero eigenvalue as follows:

G ′
tm = G tm + h t0h

T
z0 (4.6.38)

where h z0 is nonzero eigenvector corresponding to zero eigenvalue, and h t0 is an arbitrary
nonzero vector in space {h t}. Operator G ′

tm is not singular and may be inverted. We

call operator G
′−1
tm the quasi-inversion of G tm (G I

tm = G
′−1
tm ).

Stability of the explicit update schemes Stability condition of the explicit update
schemes has not been established analiticaly, and will be the subject of the numerical
tests performed in chapter 7.

4.6.2 Conductive wedges

When a conductive wedge is the source of singularity (fig. 4.6.1(a)), series (4.6.1), (4.6.2)
take up the form [47]:

ez =
∞
∑

i=1

αejceir
νi sin(νiφ) (4.6.39)

hz =
∞
∑

i=0

αhjchir
νi cos(νiφ) (4.6.40)

where αej, αhj, νi have to be chosen in a way satisfying all boundary conditions.

Thin conductive strips at dielectric boundary Tab. (4.6.1) presents definition of
basic operators for the conductive wedge placed symmetrically between two dielectrics
(figs. 4.6.1(b,c)). One may note, that this includes a very common case of a thin metal
strip placed on a dielectric boundary, which may be seen as a conductive wedge of angle
α = 0.
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(a) (b) (c)

Figure 4.6.1: Conductive wedge in an inhomogeneous domain: general case (a), wedge
symmetrically placed between two dielectrics (b), nodes used in the correction algorithm
for the wedge of angle α = 0 at φ0 = 180o (c).

4.6.3 Thin wires

Analogously, we may use the algorithm derived in sec. 4.6.1 to model a thin conductive
wire of radius a. Assuming that the wire is placed in a homogeneous domain, series
(4.6.1), (4.6.2) become:

ez =
∞
∑

i=1

[aeiJi(r) + beiNi(r)] [cesi sin(iφ) + ceci cos(iφ)] (4.6.41)

hz =
∞
∑

i=0

[ahiJi(r) + bhiNi(r)] [chsi sin(iφ) + chci cos(iφ)] (4.6.42)

where Ji(r), Ni(r) are, respectively, Bessel and Neumann functions, and aei, bei, ahi, bhi

are coefficients satisfying the following boundary conditions:

aeiJi(a) + beiNi(a) = 0 (4.6.43)

ahiJ
′
i(a) + bhiN

′
i(a) = 0 (4.6.44)

Coefficients cesi, ceci and chsi, chci in eqs. (4.6.41), (4.6.42) are elements of, respectively,
vectors c e (eq. (4.6.5)) and c h.
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Table 4.6.1: Definition of basic matrices for the conductive wedge placed symmetrically
between two dielectrics.

B ec =











0 s11 s12 s13

0 s21 (µ/µ1)s22 s23

0 s31 (µ2/µ1)s22 s33

1 0 0 0











A ec = 1
µ1











1 c11 c12 c13
1 c21 c22 c23
1 (µ1/µ2)c31 c32 (µ1/µ2)c33
1 (µ1/µ2)c41 c42 (µ1/µ2)c43











B hc =











1 c11 c12 c13
1 c21 c22 c23
1 (ε2/ε1)c31 c32 (ε2/ε1)c33
1 (ε2/ε1)c41 c42 (ε2/ε1)c43











A hc = 1
ε1











0 s11 s12 s13

0 s21 (ε1/ε)s22 s23

0 s31 (ε1/ε2)s32 s33

1 0 0 0











G tm = H −1











−1 1 0 0
0 1 −1 0
0 0 1 −1
0 0 0 0











G I
tm =











−0.75 0.5 0.25 0
0.25 0.5 0.25 0
0.25 −0.5 0.25 0
0.25 −0.5 −0.75 0











H

G te = H −1











1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0











G I
te =











1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0











H

Z e =











1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1











Z m =











−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1











H = diag(∆x,∆y,∆x,∆y)
sij = r

νj

i sin νjφi

cij = r
νj

i cos νjφi

νi = iπ
2π−α
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4.7 Modeling of field singularities in 3D

Like in the case of metal boundaries, the 2D algorithm dealing with singularities, presented
in sec. 4.6, may be easily generalized for 3D case. To this end, we use static solutions of
wave equations in the region of the singularity:

RmM−1Reesi = 0 (4.7.1)

ReE
−1Rmhsi = 0 (4.7.2)

These solutions may be written in the following form:

esi = Geuesi (4.7.3)

hsi = Gmumsi (4.7.4)

where uesi, umsi are scalar fields. We substitute eqs. (4.7.3), (4.7.4) into, respectively,
(3.4.5) and (3.4.6), and get the following operator equations7 for uesi, umsi:

DeEGeuesi = 0 (4.7.5)

DmMGmumsi = 0 (4.7.6)

Now, we expand potentials ue, um into series of static solutions uesi and umsi:

ue =
∑

i

ceiuesi (4.7.7)

um =
∑

i

cmiumsi (4.7.8)

Eq. (4.7.7) may be written for a few grid points points uej. Limiting the series to the first
few terms, we may write this equation in the following matrix form:

u e = B ec e (4.7.9)

where the elements of matrix B e are defined as follows:

Beij = uesi|uej
(4.7.10)

i.e. the element of matrix B e in row i and column j is the value of function uesi at grid
point uej. Like in the 2D case, we assume, that matrix B e is square and not singular. In
the next step, we write eq. (4.7.3) for a few points e in the region of the singularity. This,
again, may be presented in the matrix form:

e = G eu e (4.7.11)

Substituting the above equation into (4.7.9) and inverting the matrices, we get a relation
between vectors c e and e :

c e = B −1
e G I

ee (4.7.12)

where (.)I is the quasi-inversion already described in sec. 4.6.1. Let us now write equations
for all three components of the electric flux density field in terms of the scalar field ue.

7We assume, that r = 0.
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From (4.7.3), we get:

Dx = ε
∂

∂x
ue (4.7.13)

Dy = ε
∂

∂y
ue (4.7.14)

Dz = ε
∂

∂z
ue (4.7.15)

These quantities may be averaged over the integration surfaces corresponding to the nodes
dx, dy, dz:

dx =
1

∆y∆z

∫ ∫

Syz

ε
∂

∂x
uedydz (4.7.16)

dy =
1

∆x∆z

∫ ∫

Sxz

ε
∂

∂y
uedxdz (4.7.17)

dz =
1

∆x∆y

∫ ∫

Sxy

ε
∂

∂z
uedxdy (4.7.18)

In order to calculate the above definite integrals, we should define indefinite integrals at
appropriate grid points (nodes umj). Instead of functions ue, we now use the elements of
series (4.7.7) uesi. We get:

Aexij =
∫ ∫

ε
∂

∂x
uesidydz

∣

∣

∣

∣

∣

umj

(4.7.19)

Aeyij =
∫ ∫

ε
∂

∂y
uesidxdz

∣

∣

∣

∣

∣

umj

(4.7.20)

Aezij =
∫ ∫

ε
∂

∂z
uesidxdy

∣

∣

∣

∣

∣

umj

(4.7.21)

These elements define matrices A ex, A ey and A ez. The indefinite integrals may be now
converted to the definite ones. For instance, for nodes dx, we get:

C exd = C exRmGmA exc e (4.7.22)

where C ex is diagonal matrix with diagonal elements equal to 1, if the element corresponds
to x field component, and 0 elsewhere. In the same manner, we may calculate y and z
components of vector d defining analogous matrices C ey and C ez. Combining these
equations together and using (4.7.12), we get the following relation between fields d and
e :

d =
(

C exRmGmA ex + C eyRmGmA ey + C ezRmGmA ez

)

B −1
e G I

ee (4.7.23)

Since d = E e , the above equation defines matrix E :

E =
(

C exRmGmA ex + C eyRmGmA ey + C ezRmGmA ez

)

B −1
e G I

e (4.7.24)

In the same manner, we may calculate matrix M using series (4.7.8):

M =
(

C mxR eG eAmx + C myR eG eAmy + C mzR eG eAmz

)

B −1
m G I

e (4.7.25)
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with the elements of matrices Amx, Amy, Amz defined as follows:

Amxij =
∫ ∫

ε
∂

∂x
umsidydz

∣

∣

∣

∣

∣

uej

(4.7.26)

Amyij =
∫ ∫

ε
∂

∂y
umsidxdz

∣

∣

∣

∣

∣

uej

(4.7.27)

Amzij =
∫ ∫

ε
∂

∂z
umsidxdy

∣

∣

∣

∣

∣

uej

(4.7.28)

and analogous diagonal matrices C mx, C my, C mz with the unit elements corresponding
to the appropriate field components.



Chapter 5

Schemes involving space
decomposition

5.1 Introduction

In the previous chapter we discussed standard FD algorithms where the whole domain
was covered with Yee’s mesh. Local schemes were introduced to better approximate the
field within a cell. In the derivation of local schemes the use was made of the analytical
description of the electromagnetic fields. This concept can be extended further if one
has a good analytical technique which is valid for regions spanning many cells. In this
chapter, we introduce such algorithms. The general concept can be summarized as follows.
Instead of covering the whole space with the mesh the analyzed domain is decomposed
into a set of subdomains. As shown in fig. 5.1.1, the analyzed structure is divided into

−→

Figure 5.1.1: Domain decomposition.

smaller subregions. In general, each of these subregions may be analyzed using a different
algorithm which does not to be based on finite difference approximations. One has to take
care to satisfy the appropriate boundary conditions as well as the continuity conditions
between the subdomains.

For the structure shown in fig. 5.1.2 divided into two subdomains with the common
boundary δΩ the continuity condition given as follows:

Et1 = Et2

Ht1 = Ht2

}

on δΩ (5.1.1)

105
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where subscript t denotes the field component tangential to the boundary and indices
denote the subregions.

Figure 5.1.2: Field matching concept. The tangential intensity field components on the
boundary δΩ should match.

In this chapter, we show how to use the eigenfunction expansion technique for modeling
fields in some of the subdomains and how to impose the continuity conditions when
different field representations are used in two adjacent subdomains.

We present two approaches depending on the type of the analyzed region. The first,
less general approach, which extends the hybrid PEE-FDTD technique proposed in [51],
deals with structures which involve subdomains uniform in one direction. In sec. 5.2, we
introduce the algorithm which converts 3D problem in this subdomain into a series of 1D
problems. From the technical point of view, the subdomain may be treated as a section
of a waveguide and each of these 1D problems is related to a different mode of this guide.

Nonuniform structures require different treatment. Algorithm for modeling general
3D subdomains is presented in sec. 5.3. Also in this case, a 3D problem is converted
into a series of 1D problems, and each of them is related to a resonance of the structure
constructed from the subdomain with the appropriate boundary conditions.

Since in this thesis we deal with the finite difference methods, the most interesting
for us is the interface between the eigenfunction expansion techniques modeling a given
subdomain and FD-FD or FD-TD method used in its neighborhood. Because of the
properties of the finite difference techniques, such an interface has to be realized based on
two planes of Yee’s grid. The area of these two planes is in fact a common region of the
subdomains analyzed with the eigenfunction technique and the finite difference method.
This is presented in fig. 5.1.3, where the interface planes are denoted with numbers 0
and 1. The field in plane 0 is calculated with the finite difference algorithm and is the
source for the field in the subdomain analyzed with the eigenfunction expansion method.
Analogously, the field in plane 1 is obtained from the eigenfunction expansion technique
and acts as a source for the finite difference part of the algorithm.

The interfaces based on the scheme presented above are presented for the algorithms
modeling subdomains uniform in one direction (sec. 5.2.3) and for a more general 3D
technique (sec. 5.3.2).
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Figure 5.1.3: Interface between the partial eigenfunction expansion technique and the finite
difference approach.

5.2 Subdomains uniform in one direction

The computation time in the finite difference methods may be significantly reduced in
the regions where the analyzed structure is uniform in one direction. From the technical
point of view, such structures may be treated as sections of waveguides. In fig. 5.2.1, we
give four examples of homogeneous and inhomogeneous waveguides. The sections of all
these structures may be modeled using the algorithms presented below. We introduce
the modal expansion technique which converts a 3D electromagnetic problem in a section
of waveguide into a much faster 1D finite difference model. In sec. 5.2.1, we deal with
homogeneously loaded waveguides. We take advantage of the orthogonality relations
between the electromagnetic field in such structures, and get a series of independent
algorithms for modeling of each mode of the waveguide separately. Inhomogeneously
loaded waveguides do not have this property and therefore require more sophisticated
treatment. We present this approach in sec. 5.2.2. Finally, in sec. 5.2.3 we introduce the
interface between the modal expansion techniques and the finite difference method.

5.2.1 Homogeneous waveguides

In waveguides that have uniform cross-section, each mode satisfies the following dispersion
equation [37]:

µε(ω2 − ω2
k)fk = β2

zfk (5.2.1)

where ωk is the cutoff frequency of the k-th mode and fk represents the corresponding field
distribution across a waveguide. We assume that z represents the direction of uniformity of
the waveguide. Eq. (5.2.1) may be written independently for each mode of the waveguide.
In the domain of time and space it becomes:

µε

[

∂2

∂t2
+ ω2

k

]

fk =
∂2

∂z2
fk (5.2.2)

This leads to the following equation:

∂2

∂t2
fk =

1

µε

∂2

∂z2
fk − ω2

kfk (5.2.3)
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Figure 5.2.1: Examples of homogeneous and inhomogeneous waveguides.

We may discretize eq. (5.2.3) with respect to variable z using the central difference scheme
to get the partial eigenfunction expansion scheme proposed in [51]

∂2

∂t2
fk(jz) = −

(

2

µε∆z2
+ ω2

k

)

fk(jz) +
1

µε∆z2
[fk(jz − 1) + fk(jz + 1)] (5.2.4)

fk(jz) is a discretized field, and is a function of jz which denotes a plane of the 1D grid
with the constant grid step ∆z. A sample grid placed in the rectangular waveguide from
fig. 5.2.1 is shown in fig. 5.2.2.

Figure 5.2.2: A 1D grid of the partial eigenfunction expansion method in a homogeneous
rectangular waveguide.

In the frequency domain eq. (5.2.4) may be written in the following form:

ω2f k = Lf k (5.2.5)
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where f k = [fk(0), fk(1), ...]T , and matrix L is defined as follows:

L =
1

µε∆z2





















2 −1 0 · · · 0

−1 2 −1
...

0 −1 2
. . . 0

...
. . .

. . . −1
0 · · · 0 −1 2





















+ ω2
kI (5.2.6)

Note, that eq. (5.2.5) assumes appropriate boundary conditions at the first and last cross-
planes of the grid. In practice, the eigenfunction expansion technique is used as a part
of a hybrid procedure, being connected via an interface to another techniques modeling
neighboring subdomains. Therefore, operator L should be treated as a part of a larger
global operator modeling the whole domain. The interface between the modal expansion
and the finite difference approach is presented in sec. 5.2.3

According to the analysis performed in sec. 2.2.3.2, eq. (5.2.5) may also be written in
the domain of time using the explicit update scheme.

Stability condition for the explicit update scheme We showed in sec. 2.2.3.2, that
the stability condition depends on the norm of the operator of the corresponding matrix
eigenproblem. This norm, for the problem at hand, may be estimated based on eq. (5.2.6)
using the norm maximum. This gives:

||L || = ω2
max ≤

4

µε∆z2
+ ω2

k (5.2.7)

The stability condition becomes:

ωk ∈ R, ∆t ≤ 1

v
√

1
∆z2 + (ωk

2v
)2

(5.2.8)

where v = (µε)−1/2 is the wave speed. In addition to the stability condition (5.2.8) matrix
L has to have real and positive spectrum. This condition is satisfied, since the operator
is symmetric and diagonally dominant.

5.2.2 Inhomogeneously loaded waveguides

Since eq. (5.2.1) is satisfied only if the waveguide is homogeneous, inhomogeneously loaded
waveguides require a different treatment [22]. This approach is based on the eigenfunction
expansion algorithms developed for the fast analysis of dispersive properties of waveg-
uides [57–59]. We assume that the dispersion equation has already been solved for the
analyzed waveguide at a few discrete points, i.e. we know a few solutions of the form
( ~Etk, ~Htk, ωk, βzk) from the dispersion characteristics. A sample dispersion characteristics
of a waveguide is shown in fig. 5.2.3. In the first step, we expand the fields in a section of
this guide into a series of modes from our set of the known solutions:

~Et =
∑

k

ak
~Etk (5.2.9)

~Ht =
∑

k

bk ~Htk (5.2.10)
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Figure 5.2.3: Sample dispersion characteristics of a waveguide and various bases for the
eigenfunction expansion technique: static solutions (f = 0), cutoff solutions (βz = 0),
solutions for f=60GHz, and for βz = 1500 rad/m.

The choice of the solutions from the characteristics may have large influence on the final
results. A good choice are the points corresponding to lower order modes for β2

z = const
(eg. solutions at cutoff or for βz = 1500rad/m in fig. 5.2.3) or ω2 = const (eg. static
solutions or solutions for f = 60GHz in the same figure). In these cases, the basis created

by ~Etk, ~Htk is strongly minimal1 [38]. Further on, we assume that ω2
k and β2

zk are real.
Based on these expansions, we may write the wave equation in the following form2:

G (ω2I − Ω 2)a = S (β2
zI − Z 2)a (5.2.11)

where: a = [a1, a2, ...]
T , Ω 2 = diag(ω2

k), Z 2 = diag(β2
zk), and the elements of matrices G

and S are given by the equations:

Glk =
∫ ∫

S

~Dtk ·~ız × ~B∗
tlds (5.2.12)

Slk =
∫ ∫

S

~Etk ·~ız × ~H∗
tlds (5.2.13)

Eq. (5.2.11) may be written in the domain of time and space. We get:

G

(

I
∂2

∂t2
(.) + Ω 2

)

a = S

(

I
∂2

∂z2
(.) + Z 2

)

a (5.2.14)

This gives:
∂2

∂t2
a =

[

G−1S

(

I
∂2

∂z2
(.) + Z 2

)

− Ω 2

]

a (5.2.15)

1see also chapter 6.
2We introduce this equation a priori without presenting details of eigenfunction expansion methods

used to develop this formula. These methods are investigated in chapter 6. Derivation of eq. (5.2.11) is
given in sec. 6.3.1.
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We now use the central difference approach with respect to variable z. Eq. (5.2.15)
becomes:

∂2

∂t2
a (jz) = −

[

G −1S
(

2

∆z2
I − Z 2

)

+ Ω 2
]

a (jz) +
1

∆z2
G−1S [a (jz − 1) + a (jz + 1)]

(5.2.16)
An analogous approach may be applied for the magnetic fields. This leads to the following
equation:

∂2

∂t2
b (jz) = −

[

G −HS H
(

2

∆z2
I − Z 2

)

+ Ω 2
]

b (jz)+
1

∆z2
G −HS H [b (jz − 1) + b (jz + 1)]

(5.2.17)
where b = [b1, b2, ...]

T . Like in the previous section, jz identifies a slice in the 1D grid (see
fig. 5.2.4).

Figure 5.2.4: A 1D grid of the eigenfunction expansion method in an inhomogeneously
loaded rectangular waveguide.

Note, that the PEE algorithm for modeling of homogeneous waveguides presented in
sec. 5.2.1 is a special case of the technique presented here. When ε(x, y) = ε, µ(x, y) = µ
the matrices are defined as follows:

G−1S = (µε)−1I (5.2.18)

Ω = diag(ωk) (5.2.19)

Z = 0 (5.2.20)

where ωk are in this case the cutoff frequencies of the corresponding modes. Based on
eq. (5.2.16) or (5.2.17), we may construct a matrix equation written in frequency domain.
For instance, eq. (5.2.16) becomes:

ω2a ′ = La ′ (5.2.21)

where a ′ = [a (0)T , a (1)T , ...]T , and matrix L has the following form:

L =





















X Y 0 · · · 0

Y X Y
...

0 Y X
. . . 0

...
. . .

. . . Y
0 · · · 0 Y X





















(5.2.22)
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with matrices X , Y defined as:

X = G −1S
(

2

∆z2
I − Z 2

)

+ Ω 2 (5.2.23)

Y = − 1

∆z2
G −1S (5.2.24)

Again, in practice, matrix L is a part of global operator which models all subdomains
using a hybrid approach (see the discussion in the previous section).

We may also write eqs. (5.2.16) or (5.2.17), in the form of an explicit update algorithm
presented in sec. 2.2.3.2 in order to get the solution in the domain of time.

Stability condition of explicit update scheme In order to derive the stability condi-
tion for the explicit update algorithm, we should estimate the norm of operator L defined
by eq. (5.2.22). From the norm maximum, we get:

||L || = ω2
max ≤

4v2
max

∆z2
+ max

k
(v2

maxβ
2
zk + ω2

k) (5.2.25)

According to sec. 2.2.3.2 and eq. (5.2.25) we get the following stability condition for the
algorithm at hand:

∆t ≤ 1

vmax

√

1
∆z2 + 1

4
maxk

(

β2
zk +

ω2
k

v2
max

)

(5.2.26)

It should also be shown, that matrix L has real and positive spectrum. In sec. 5.2.3, where
we define the interface of the new approach with the classic finite difference algorithms, we
limit the analysis to the case, when the expansion functions are calculated for a constant
frequency (i.e. ω2

k = const) or for β2
zk = const. It may be shown, that in these cases reality

and positiveness of the spectrum of the operator results from the relations between the
fields.

5.2.3 Interface with Finite-Difference methods

The classic finite difference algorithms can easily be combined with the eigenfunction
expansion techniques introduced above. To this end, an interface between two algorithms
has to be developed.

Since the algorithm presented in sec. 5.2.2 is a special case of the more general tech-
nique described in sec. 5.2.1, we define the interface with the standard finite difference
algorithms only for the general case.

A sample interface between the modal expansion and finite difference techniques is
shown in fig. 5.2.5. Two distinguished grid planes, 0 and 1, may be seen in this figure.
The “finite difference” to “eigenfunction expansion” interface is defined at plane 0, and
the “eigenfunction expansion” to “finite difference” interface is defined at plane 1. Both
partial interfaces are described below.

“finite difference” to “eigenfunction expansion” interface We match the tan-
gential electric field components at a selected plane (say plane iz = 0 in fig. 5.2.5) in the
following way:

∑

i

ai(0) ~Eti = ~Et (5.2.27)
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Figure 5.2.5: Two views of interface between the modal expansion algorithm and the stan-
dard FD-FD/FD-TD technique.



114 Fast finite difference numerical techniques ...

where the series on the left hand side arises from the eigenfunction expansion algorithm,
and vector ~Et represents the field calculated using the standard finite difference method.
Assuming that the expansion functions are calculated for a constant frequency, i.e. ω2

k =
const = ω2

0 and hence

Ω 2 = ω2
0I (5.2.28)

we may make advantage of the orthogonality relations between intensity fields3. We reduce
the series in eq. (5.2.27) to a single term by taking the inner product with functions~ız× ~Htk.
We get:

ak(0) < ~Etk ·~ız × ~Htk >=< ~Et ·~ız × ~Htk > (5.2.29)

This gives the equation for ak(0):

ak(0) =
< ~Et ·~ız × ~Htk >

< ~Etk ·~ız × ~Htk >
(5.2.30)

In order to reduce the computation time, functions ~Etk, ~Htk should be normalized as
follows:

< ~Etk ·~ız × ~Htk >= 1 (5.2.31)

Eq. (5.2.30) reduces to:

ak(0) =< ~Et ·~ız × ~Htk > (5.2.32)

This may be written in the form of an integral, as follows:

ak(0) =
∫ ∫

S

~Et ·~ız × ~H∗
tkds (5.2.33)

In the discrete domain, eq. (5.2.33) becomes:

ak(0) =
∑

ix

∑

iy

[

∆xex

(

ix +
1

2
, iy, iz0

)

· h∗yk

(

ix +
1

2
, iy

)

+ ∆yey

(

ix, iy +
1

2
, iz0

)

· h∗xk

(

ix, iy +
1

2

)]

(5.2.34)

where the fields are discretized in both methods in the same manner. If the eigenfunction
expansion part of the hybrid algorithm is based on the solutions of 2D finite difference
scheme, eq. (5.2.34) may be used directly as it is. Otherwise, the following expressions
should be used for calculating of functions hxk and hyk:

hxk

(

ix, iy +
1

2

)

=
1

∆x∆y

∫ 1

2

− 1
2

∫ 1

0
Hxk (ix + αx, iy + αy) dαxdαy (5.2.35)

hyk

(

ix +
1

2
, iy

)

=
1

∆x∆y

∫ 1

0

∫ 1
2

− 1
2

Hyk (ix + αx, iy + αy) dαxdαy (5.2.36)

An analogous derivation may be carried out if one assumes that the expansion func-
tions are evaluated for β2

zk = const. In this case, matrix Z 2 in (5.2.11) becomes:

Z 2 = β2
z0I (5.2.37)

3See appendix B.
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We use the orthogonality relations between flux density fields and normalize ~Dtk, ~Btk as
follows:

< ~Dtk ·~ız × ~Btk >= 1 (5.2.38)

We calculate coefficients ak at plane 0 in the following way:

ak(0) =< ~Dt ·~ız × ~Btk > (5.2.39)

This defines the interface as follows:

ak(0) =
∑

ix

∑

iy

[

∆xdx

(

ix +
1

2
, iy, iz0

)

· b∗yk

(

ix +
1

2
, iy

)

+ ∆ydy

(

ix, iy +
1

2
, iz0

)

· b∗xk

(

ix, iy +
1

2

)]

(5.2.40)

where bxk, byk are given by the following equations:

bxk

(

ix, iy +
1

2

)

=
1

∆x∆y

∫ 1

2

− 1
2

∫ 1

0
Bxk (ix + αx, iy + αy) dαxdαy (5.2.41)

byk

(

ix +
1

2
, iy

)

=
1

∆x∆y

∫ 1

0

∫ 1
2

− 1
2

Byk (ix + αx, iy + αy) dαxdαy (5.2.42)

“eigenfunction expansion” to “finite difference” interface In order to define the
interface from the eigenfunction expansion technique to the standard finite difference
scheme, we match the tangential electric field at a different plane denoted by iz = 1 in
fig. 5.2.5:

~Et =
∑

k

ak(1) ~Etk (5.2.43)

This may be written in the discrete domain as follows:

ex

(

ix +
1

2
, iy, iz0

)

=
∑

k

ak(1)exk

(

ix +
1

2
, iy

)

(5.2.44)

ey

(

ix, iy +
1

2
, iz0

)

=
∑

k

ak(1)eyk

(

ix, iy +
1

2

)

(5.2.45)

Eqs. (5.2.44) and (5.2.45) define the interface.

5.3 General 3D subdomains

In this section, we present eigenfunction expansion technique with the space domain
decomposition, which does not make any assumptions about the uniformity of subdo-
mains. In the first step, we divide the domain into a set of subregions. A sample division
is shown in fig. 5.3.1.

Unlike in the previous case, the eigenfunction expansion is carried out in 3D. To this
end, every subregion is analyzed separately by closing it with the electric or magnetic
walls at the boundaries of the division. Each boundary between two regions corresponds
to two opposite walls, the electric on one side and the magnetic on the other. In order
to satisfy the continuity (field matching) condition, the electric and magnetic surface

currents are introduced. The electric surface current ~Jij is defined at the electric wall
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−→ electric wall
magnetic wall

Figure 5.3.1: Space domain decomposition in a general 3D approach.

and the magnetic surface current ~Kij at the magnetic wall. ~Jij, ~Kij denote currents at
the boundary in region i determined by the field in the neighboring region j. They are
defined in terms of the tangential intensity field components in region j:

~Jij = −~n× ~Hj (5.3.1)

~Kij = ~n× ~Ej (5.3.2)

In the following section, we derive the algorithm for modeling general 3D structures
based on the presented space domain decomposition and on the eigenfunction expansion
technique. The eigenfunctions taken into expansion are the modes of each subdomain
being the solutions with the absence of coupling currents. In sec. 5.2.3, we introduce the
interface between the new technique and the standard 3D finite difference schemes.

5.3.1 Formulation of the algorithm

Let us write Maxwell’s equations for region i adjacent to region j:

∇× ~Hi = jω ~Di + ~Jij (5.3.3)

∇× ~Ei = −jω ~Bi − ~Kij (5.3.4)

Putting (5.3.1), (5.3.2) into these equations, we get:

∇× ~Hi = jω ~Di − ~n× ~Hj (5.3.5)

∇× ~Ei = −jω ~Bi − ~n× ~Ej (5.3.6)

Let us assume that we know the solution for region i totally enclosed by perfect electric
and magnetic walls. These solutions are resonances occurring at ωk with modal fields ~Eik

and ~Hik. The corresponding equations may be written as follows:

∇× ~Hik = jωik
~Dik (5.3.7)

∇× ~Eik = −jωik
~Bik (5.3.8)

Now, the fields in subregion i are expressed by the series of modes ~Eik, ~Hik:

~Ei =
∑

k

aik
~Eik (5.3.9)

~Hi =
∑

k

bik ~Hik (5.3.10)
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with unknown coefficients aik, bik. Putting (5.3.9), (5.3.10) into (5.3.5), we get:

∑

k

bik∇× ~Hik = jω
∑

k

aik
~Dik − ~n× ~Hj (5.3.11)

Using eq. (5.3.7), this leads to the following equation:

j
∑

k

(ωaik − ωikbik) ~Dik = ~n× ~Hj (5.3.12)

We take advantage of the orthogonality relations between flux density and intensity fields
and apply a scalar product with a testing function ~Eim, to both sides of (5.3.12). This
reduces the series on the left hand side to a single term. We get:

j(ωaim − ωimbim) < ~Dim, ~Eim >=< ~n× ~Hj, ~Eim > (5.3.13)

It gives:

jωaim − jωimbim =
< ~n× ~Hj, ~Eim >

< ~Dim, ~Eim >
(5.3.14)

Now, we expand the magnetic field in the outer region j into a series of modes, analogously
to eq. (5.3.10) written for region i:

~Hj =
∑

n

bjn ~Hjn (5.3.15)

We also assume that region i may have common boundary with several outer regions j.
Eq. (5.3.14) becomes:

jωaim − jωimbim =
∑

j

∑

n

< ~n× ~Hjn, ~Eim >

< ~Dim, ~Eim >
bjn (5.3.16)

Index j in the sum is swept over every neighboring region of subdomain i.
In a similar manner, starting from (5.3.6), we may develop the following equation:

jωbim − jωimaim = −
∑

j

∑

n

< ~n× ~Ejn, ~Him >

< ~Bim, ~Him >
ajn (5.3.17)

Eqs. (5.3.16) and (5.3.17) may be written in a form of a matrix eigenproblem:

ω

[

a
b

]

=

[

0 Ω − A
Ω − B 0

] [

a
b

]

(5.3.18)

where coefficients Aim,jn and Bim,jn are defined as follows; if i 6= j:

Aim,jn = j

〈

~n× ~Hjn, ~Eim

〉

〈

~Dim, ~Eim

〉 (5.3.19)

Bim,jn = −j
〈

~n× ~Ejn, ~Him

〉

〈

~Bim, ~Him

〉 (5.3.20)

and for i = j coefficients Aim,jn and Bim,jn are equal 0. Note, that the scalar products in
the numerators denote integrals over coupling surface Sij and the scalar products in the
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denominators are integrals over the entire volume Vi of region i. For instance, eq. (5.3.19)
takes up the form:

Aim,jn = j

∫∫

Sij
(~n× ~Hjn) · ~Eim ds

∫∫∫

Vi

~Dim · ~Eim dv
(5.3.21)

Also note, that if the region is surrounded by electric and/or magnetic walls, then:

〈

~Dim, ~Eim

〉

= −
〈

~Bim, ~Him

〉

(5.3.22)

We may construct two other eigenproblems by extracting vector b from eq. (5.3.18):

ω2a = (Ω − A )(Ω −B )a (5.3.23)

or extracting vector a :
ω2b = (Ω − B )(Ω − A )b (5.3.24)

Explicit update scheme In order to derive the explicit update scheme from
eq. (5.3.18), we rewrite it in the following form:

jω

[

a
c

]

=

[

0 Ω − A
−Ω +B 0

] [

a
c

]

(5.3.25)

where c = jb . Eq. (5.3.25) may be solved using the explicit update leap-frog procedure
defined by the following equations:

c i+0.5 = −∆t(Ω − B )a i + c i−0.5 (5.3.26)

a i+1 = ∆t(Ω − A )c i+0.5 + a i (5.3.27)

Another explicit update algorithm may be constructed from eigenproblem (5.3.23):

a i+1 = [2I −∆t2(Ω − A )(Ω − B )]a i − a i−1 (5.3.28)

and from eigenproblem (5.3.24):

b i+0.5 = [2I −∆t2(Ω − B )(Ω − A )]b i−0.5 − b i−1.5 (5.3.29)

It is believed, that the algorithms defined by eqs. (5.3.26), (5.3.27), (5.3.28), and (5.3.29)
are stable if the following condition is satisfied:

|∆t| ≤ 1

2 maxi,k ωik

(5.3.30)

5.3.2 Interface with Finite-Difference methods

In this section, we use the eigenfunction expansion algorithm presented in sec. 5.3.1 toge-
ther with the finite difference techniques to create a new hybrid procedure. In the new
approach, the eigenfunction expansion is applied for modeling of the subregions closed
with the virtual electric and/or magnetic walls. The standard finite difference technique
is used in the rest of the domain. Analogously to the technique presented in sec. 5.2.3,
the interface is defined at two planes of Yee’s grid. This is shown in fig. 5.3.2. “Finite
difference” to “modal expansion” interface is defined at plane 0. The interface working
in the other direction is defined at plane 1. Both partial interfaces are described below.
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Figure 5.3.2: Interface between the general 3D modal expansion algorithm and the standard
finite difference technique.

“finite difference” to “modal expansion” interface Eq. (5.3.18) including the
interface, becomes:

ω

[

a
b

]

=

[

0 Ω − A
Ω −B 0

] [

a
b

]

+

[

a ′

b ′

]

(5.3.31)

where the additional primed vectors are associated with the interface. If we use the
interface at a magnetic plane, coefficients b′ik vanish, and coefficients a′ik are given by the
following equation:

a′ik = −j
〈

~n× ~Hfd, ~Eik

〉

〈

~Eik, ~Dik

〉 (5.3.32)

where ~Hfd denote the intensity magnetic field at the boundary. This field is calculated
using the finite difference procedure. Analogously, for the interface at an electric plane,
we get:

b′ik = j

〈

~n× ~Efd, ~Hik

〉

〈

~Bik, ~Hik

〉 (5.3.33)

and ~Efd is the intensity electric field at the boundary. Coefficients a′ik vanish in this case.

“modal expansion” to “finite difference” interface If the interface is defined at
the electric plane, we calculate the unknown electric field components at “finite difference
part” based on eq. (5.3.9) in the following way:

~Efd =
∑

k

aik
~Eik (5.3.34)

Analogously, for the interface at the magnetic plane, we get:

~Hfd =
∑

k

bik ~Hik (5.3.35)
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Chapter 6

Eigenfunction expansion techniques
for waveguides

6.1 Introduction

An important class of hybrid techniques discussed in chapter 5, involves the conversion of
a 3D finite-difference problem into 1D. This can be achieved whenever the subspace to be
analyzed is uniform in one direction and bounded in the other two. For such a case the
field distribution in the transverse direction is expanded in the series of eigenfunctions
and only one space coordinate needs to be discretized. This leads to the method which is
called the partial eigenfunction expansion (PEE). When the cross-section is homogeneous,
the eigenfunction expansion is straightforward both for time and frequency formulations.
This is because the subspace treated with the PEE algorithm is in fact a section of
a homogeneous waveguide and the eigenfunctions define the modal field distribution,
which, in this type of guides, does not depend on frequency. Hence, the eigenfunctions
can be calculated only once and then used as a basis both for frequency and time domain
analysis. When the cross-section in loaded with an inhomogeneous material, the basis is
more difficult to define. For inhomogeneous guides, the modal field distribution changes
with frequency and this implies that the field has to be evaluated again for each frequency
and it becomes unsuitable as a basis in time domain analysis. To overcome this one needs
to derive eigenfunction formulations for waveguides in which the field at each frequency
is well represented by the series involving functions that are independent of frequency.
In [52] modal fields evaluated at cutoff were proposed to this end. A similar basis was also
proposed by Rozzi et al. [66] in the context of fast evaluation of dispersion characteristics
in fin lines. Indeed, since the PEE is applicable to the sections of waveguides one may
develop formulations which are useful in the PEE by looking at the problem in more
general context of finding the frequency dependent characteristics and modal fields using
the expansion of fields into series of entire domain basis functions [57–59]1.

We start the presentation of the new algorithms from general operator investigations
performed in sec. 6.2. We introduce eigenfunction expansion algorithms for bidirectional
guides in sec. 6.3. In sec. 6.4, we give a note about practical aspects of calculation of the
basis.

1The PEE method based on eq. (5.2.11) given a priori in chapter 5, and developed here in sec. 6.3.1
as one of the eigenfunction expansion algorithms.

121



122 Fast finite difference numerical techniques ...

6.2 General operator investigations

The problem of finding dispersion characteristics of a waveguide in a general form may
be presented as the eigenproblem:

Lu = λBu (6.2.1)

where L, B are operators derived from Maxwell’s equations. The solutions of this equa-
tion (λk, uk) are the eigenpairs with physical interpretation depending on the operators.
Usually (also in this thesis) λk is one of the variables β2

zk, βzk, ω2
k, or ωk, where βzk is

the propagation constant of the kth mode for a fixed value of frequency, and ωk is the
angular frequency of the kth mode for a fixed value of propagation constant2. Function
uk represents the field distribution of the kth mode. Operator L may be expressed as:

L = M + γN (6.2.2)

where γ is a parameter. In practice, (λk, γ) represents one of the pairs: (β2
zk, ω2), (βzk,

ω), (ω2
k, β2

z ), or (ωk, βz).
Substituting (6.2.2) into (6.2.1), we get the following eigenproblem, which typically

has to be solved for a large number of values of γ:

(M + γN)u = λBu (6.2.3)

As a result, one gets the dispersion characteristic of the waveguide in the form λ(γ).
Solving of eq. (6.2.3) using standard methods for a large number of values of parameter
γ may be very time-consuming. We present new methods of solving these eigenproblems
based on the knowledge of the solution at a few points (λi, γi, ui). General EE algorithms
are presented in sec. 6.2.1. In sec. 6.2.2, we introduce special cases of these methods which
take advantage of orthogonality relations between the fields. The latter class includes the
formulations which may directly be applied in the PEE algorithms in time and frequency
domain.

6.2.1 General form of eigenfunction expansion algorithms

Consider the eigenproblem of the form (6.2.3). We assume that we know the solution of
this eigenproblem at K discrete points γ1, γ2, ..., γK:

(M + γkN)uk = λkBuk (6.2.4)

To find the solution for γ 6= γk, we approximate function u by the series of known
eigenfunctions uk:

u =
∑

k

akuk (6.2.5)

Substituting (6.2.5) into (6.2.3), we get:

∑

k

ak(M + γN)uk =
∑

k

akλBuk (6.2.6)

Using (6.2.4), eq. (6.2.6) takes up the form:

∑

k

ak(γ − γk)Nuk =
∑

k

ak(λ− λk)Buk (6.2.7)

2See sec. 3.5.3 for various formulations of eigenproblems in 2D electromagnetics.
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It is important to note, that operator M has vanished at this step. In practice, this means
significant simplification of the equation, since operator M is usually associated with a
complicated differential operator, and the remaining operators N and B are simple scaling
functions. Taking the inner product of both sides of (6.2.7) with testing functions pl, we
get:

∑

k

ak(γ − γk) 〈Nuk, pl〉 =
∑

k

ak(λ− λk) 〈Buk, pl〉 (6.2.8)

This equation may be presented in the form of a generalized matrix eigenproblem:

T (γI − Γ )a = V (λI − Λ )a (6.2.9)

with the elements of matrices T and V given by:

Tlk = 〈Nuk, pl〉 (6.2.10)

Vlk = 〈Buk, pl〉 (6.2.11)

and Λ , Γ being diagonal matrices:

Λ = diag(λk) (6.2.12)

Γ = diag(γk) (6.2.13)

Solving of (6.2.9) yields the characteristics λ(γ) or γ(λ) depending on which of two vari-
ables, γ or λ, is treated as a parameter. For the fixed value of γ, eq. (6.2.9) has the
eigenpairs (λm, am), and for fixed λ, the eigenpairs are (γm, am). The elements of eigen-
vectors am are magnitudes of the eigenfunctions taken into expansion.

6.2.2 Eigenfunction expansion algorithms based on orthogonal-

ity relations

In the previous section we did not make any assumption about the testing functions pl.
Let us now assume, that they are the eigenfunctions wl∗ of the eigenproblem transposed
to (6.2.4):

(MH + γkN
H)wk∗ = λ∗kB

Hwk∗ (6.2.14)

Taking into consideration the orthogonality between left and right eigenvectors of an
operator (see discussion in app. B), we see that if γk = const(k) (i.e. γ1 = γ2 = . . . = γK),
matrix V defined by eq. (6.2.11) is diagonal. For the same reason, matrix T given
by eq. (6.2.10) is diagonal, when λk = const(k). In both cases, the construction of
eigenproblem may be simplified. Since these cases are dual to each other, we limit the
discussion to a constant value of γk = γ0. We may construct two eigenproblems for,
respectively, λ and γ being a parameter:

(λI − Λ )−1Ra =
1

γ − γ0

· a (6.2.15)

[

(γ − γ0)R + Λ
]

a = λa (6.2.16)

The first formulation gives eigenvalues (γ − γ0)
−1 and leads to characteristics in form

γ(λ). In the second case, the eigenvalues are λ, giving characteristics λ(γ). The elements
of matrix R are given by the equation:

Rlk =
〈Nuk, wl∗〉
〈Bul, wl∗〉

(6.2.17)
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Alternative forms of the eigenproblem are also possible. Choosing functions
(BN−1)Hwl∗ as testing functions pl yields diagonality of matrix T in eq. (6.2.9). This
gives the following eigenproblem with parameter λ:

R̃ (λI − Λ )a = (γ − γ0)a (6.2.18)

The eigenvalues are (γ − γ0) and the elements of matrix R̃ are:

R̃lk =
〈BN−1Buk, wl∗〉
〈Bul, wl∗〉

(6.2.19)

6.3 Algorithms for bidirectional media

In the previous section, we introduced the EE algorithms in a general operator forms.
Here, we will substitute the eigenproblems for bidirectional waveguides formulated in
sec. 3.5.3 into those templates. We assume, that the waveguide is filled with nondisper-
sive materials, and hence may be described by equation of the form (6.2.3), with operators
M and N independent on λ and γ. In sec. 6.3.1, we derive a general form of the EE algo-
rithms. In sec. 6.3.2, we present their special cases taking advantage of the orthogonality
relations between the field components.

6.3.1 General form

In order to define a general eigenfunction expansion algorithm for bidirectional waveguides
filled with non-dispersive materials, we start the analysis from wave equation (A.3.14).
This equation may be presented in the form (6.2.3), where the symbols are defined as
follows:

M = ZmGtmM−1
zz

DtmZeE
−1
tt

+ ZmM−1
tt

ZeGteE
−1
zz

Dte (6.3.1)

N = −ZmM−1
tt

ZeE
−1
tt

(6.3.2)

B = I (6.3.3)

λ = ω2 (6.3.4)

γ = β2
z (6.3.5)

u = dt (6.3.6)

Further on, we follow the procedure presented in sec. 6.2.1. Since we did not make any
assumption regarding functions pl, they may be arbitrary. Here, we choose functions
pl = Zmbtl∗ which are the left eigenfunctions of the operator3. As introduced in sec. 6.2.2,
this approach enables one to take advantage of the orthogonality relations between the
fields4 if one of the variables ω2

l or β2
zl has a fixed value independent of l. These cases are

discussed in sec. 6.3.2.
For the problem at hand, eq. (6.2.8) becomes:

∑

k

ak(ω2 − ω2
k) 〈dtl,Zmbtl∗〉 = −

∑

k

ak(β2
z − β2

zk)
〈

ZmM−1
tt

ZeE
−1
tt
dtk,Zmbtl∗

〉

(6.3.7)

3Functions btl∗ represent transverse magnetic flux densities corresponding to the points (ω∗

l , β∗

zl) from
the dispersion characteristics.

4See appendix B.
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The right side may be simplified by rearranging the operators in the inner product. We
get:

∑

k

ak(ω2 − ω2
k) 〈dtl,Zmbtl∗〉 =

∑

k

ak(β2
z − β2

zk) 〈etk,Zmhtl∗〉 (6.3.8)

From this equation, we derive a generalized eigenproblem, which gives the eigenvalues β2
z

versus ω or ω2 versus βz. The eigenproblem is given by the following matrix equation
(compare to eq. 6.2.9):

G (ω2I − Ω 2)a = S (β2
zI − Z 2)a (6.3.9)

where: Ω 2 = diag(ω2
k), Z 2 = diag(β2

zk), and the elements of matrices G and S are given
by the equations:

Glk = 〈dtk,Zmbtl∗〉 (6.3.10)

Slk = 〈etk,Zmhtl∗〉 (6.3.11)

Analogous equation written for the magnetic fields has the form:

GH(ω2I − Ω 2)b = S H(β2
zI − Z 2)b (6.3.12)

The elements of eigenvectors a are the magnitudes of electric flux density (or electric
intensity) functions taken into expansion. The elements of eigenvectors b correspond to
the magnetic fields.

Equation (6.3.9) and its transposed counterpart (6.3.12) involve terms proportional
to ω2 and β2

z and hence have the form which is suitable for the PEE algorithms. The
detailed description of the application or the wave equations given in this form for the
time and frequency analysis of uniform subdomains was given earlier in section 5.2.2 of
this thesis.

6.3.2 Algorithms based on orthogonality relations

According to the discussion performed in sec. 6.2.2, the EE algorithms may be simplified
if we fix one of the parameters λ or γ in the original eigenproblem (6.2.3). This is due to
the orthogonality relations between the functions in the inner product. For the problem at
hand, this simplification takes place if we fix one of the variables ω2 or β2

z when calculating
the basis. Both cases generate a set of eigenproblems which may be treated as separate
EE algorithms. All these techniques are listed below.

Basis for βz = βz0 = const In this case, we use orthogonality relation (B.2.10).
Eqs. (6.2.15), (6.2.16) generate two pairs of eigenproblems:

(ω2I − Ω 2)−1Aa =
1

β2
z − β2

z0

· a (6.3.13)

(ω2I − Ω 2)−1A ′b =
1

β2
z − β2

z0

· b (6.3.14)

[

(β2
z − β2

z0)A + Ω 2
]

a = ω2a (6.3.15)
[

(β2
z − β2

z0)A
′ + Ω 2

]

b = ω2b (6.3.16)
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where Ω 2 = diag(ω2
k), and the elements of matrices A , A ′ are given by the equations:

Alk =
〈etk,Zmhtl∗〉
〈dtl,Zmbtl∗〉

(6.3.17)

A′
lk =

〈htk,Zeetl∗〉
〈btl,Zedtl∗〉

(6.3.18)

Note, that matrices Ω 2, A and A ′ do not depend on ω or β and hence do not have to
be recalculated when sweeping the parameter. A similar situation takes place for the
remaining algorithms.

Eq. (6.2.18) leads to the following eigenproblems:

Ã (ω2I − Ω 2)a = (β2
z − β2

z0)a (6.3.19)

Ã ′(ω2I − Ω 2)b = (β2
z − β2

z0)b (6.3.20)

with Ω 2 = diag(ω2
k), and Ã , Ã ′ defined by:

Ãlk =
〈MttZedtk,ZeEttZmbtl∗〉

〈dtl,Zmbtl∗〉
(6.3.21)

Ã′
lk =

〈EttZmbtk,ZmMttZedtl∗〉
〈btl,Zedtl∗〉

(6.3.22)

If the fields are normalized as follows:

〈dtl,Zmbtl∗〉 = ξ (6.3.23)

where ξ 6= 0 is a constant, pairs of matrices A ′, A and Ã ′, Ã are Hilbertian transpose of

one another (i.e., A ′ = AH and Ã ′ = ÃH).

Basis for ω = ω0 = const Now, we consider the basis constructed from modes at
frequency ω0. The suitable orthogonality relation is given by eq. (B.2.12). From (6.2.15)
and (6.2.16), we get the following equations:

(β2
zI − Z 2)−1C a =

1

ω2 − ω2
0

· a (6.3.24)

(β2
zI − Z 2)−1C ′b =

1

ω2 − ω2
0

· b (6.3.25)

[

(ω2 − ω2
0)C + Z 2

]

a = β2
za (6.3.26)

[

(ω2 − ω2
0)C ′ + Z 2

]

b = β2
zb (6.3.27)

where Z 2 = diag(β2
zk), and C , C ′ are defined as follows:

Clk =
〈dtk,Zmbtl∗〉
〈etl,Zmhtl∗〉

(6.3.28)

C ′
lk =

〈btk,Zedtl∗〉
〈htl,Zeetl∗〉

(6.3.29)

The alternative algorithm (6.2.18) takes up the following form:

C̃ (β2
zI − Z 2)a = (ω2 − ω2

0)a (6.3.30)

C̃ ′(β2
zI − Z 2)b = (ω2 − ω2

0)b (6.3.31)
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where Z 2 = diag(β2
zk), and C̃ , C̃ ′ are given by equations:

C̃lk =

〈

M−1
tt Zeetk,ZeE

−1
tt Zmhtl∗

〉

〈etl,Zmhtl∗〉
(6.3.32)

C̃ ′
lk =

〈

E−1
tt Zmhtk,ZmM−1

tt Zeetl∗

〉

〈htl,Zeetl∗〉
(6.3.33)

6.4 Methods for calculation of EE basis
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Figure 6.4.1: Sample dispersion characteristics of a waveguide, various bases and degen-
eration points.

In order to construct the EE eigenproblems presented in the previous sections, we
have to calculate the basis. At the first step we should choose points at the dispersion
characteristics of the analyzed waveguide at which the basis will be constructed. The
choice of these points may have large influence on the final results. Fig. 6.4.1 presents
sample dispersion characteristics and several possible bases5 consisting of: static solutions
(circles), cutoff solutions (triangles), and modes at 23GHz (diamonds). In all these cases
we may take advantage of the orthogonality relations between the fields as described
earlier. However, there are more possibilities for this choice. Let us look at the desired
properties of the basis. The basis has to be minimal [38], i.e. none of its elements can be
a linear combination of the others. Otherwise, one of the matrices G or S in eq. (6.3.9)
will be singular. It is obvious, that the solutions for ωk = ω0 = const or βzk = βz0 =
const give a minimal basis, if they do not contain points of degeneracy at the dispersion
characteristics6. Points of degeneracy are not present in the basis calculated for strictly
imaginary ωk or for strictly real βzk. This includes a static case (ωk = 0) and cutoff
(βzk = 0).

5See also fig. 5.2.3.
6These are points at which two strictly real or strictly imaginary modes change their character giving

a pair of two coupled complex modes.
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Once the points for the basis have been chosen from the dispersion characteristics,
we have to find distributions of the appropriate field components at these points. This
requires solving one or a few eigenproblems developed in sec. 3.5.3 using a standard
method. Both, the electric and magnetic field components have to be determined. How-
ever, there is no need to solve of a pair of eigenproblems, one for the electric and the
other for the magnetic field. The electric field may be calculated from the magnetic one
(and vice versa) using Maxwell’s equations. Therefore, it is enough to solve only one
eigenproblem corresponding to one field component and find the other from the relations
between the fields. Such an approach is presented in sec. 6.4.1.

Further reduction of the computation effort during construction of the basis may be
achieved if it is built from the static modes or the modes at cutoff. In both these cases, it
is enough to solve two smaller scalar eigenproblems instead of a big one. This leads to the
determination of the longitudinal field components ez and hz. The transverse fields are
found based on Maxwell’s relations. Procedures for determination of the transverse field
components at cutoff and in the static case are presented in, respectively, secs. 6.4.2 and
6.4.3. It should be noted, that the eigenfunctions being solutions of the eigenproblems for-
mulated in sec. 3.5.3 are basis functions, and such functions have to be determined. With
appropriate scaling, these functions become the field distributions for the corresponding
modes. In some cases the basis function exists but the corresponding field distribution
vanishes. It means, that this function has zero amplitude. Such a situation takes place in
the case of the static solutions and the modes at cutoff. For instance, modes E at cutoff
have the longitudinal field component ez (dz) and the transverse field ht (bt). All the
other fields vanish. In other words, basis function et has zero amplitude.

6.4.1 Basis constructed from an arbitrary set of modes

When constructing a basis in a general case, the electric transverse field components may
be calculated from the magnetic ones and vice versa. In order to find such a relation, we
may use the four field components formulations for bidirectional waveguides presented in
tab. 3.5.7. Expressing et in terms of the magnetic field, we get:

et = − ω
βz

Zmbt +
1

ωβz
GteE

−1
zz

DteZmht (6.4.1)

An analogous equation for ht in terms of the electric fields has the form:

ht =
ω

βz

Zedt +
1

ωβz

GtmM−1
zz

DtmZeet (6.4.2)

If basis functions are to be found instead of the actual field distribution, we may use these
equations also for βz = 0 disregarding factors 1

βz
. Note, however, that some of the cutoff

field components have zero amplitude in the real field distribution.
Eqs. (6.4.1), (6.4.2) have two dual counterparts, which may also be used as relations

between electric and magnetic fields (compare with the formulations in tab. 3.5.8):

dt = −βz

ω
Zmht +

1

βzω
ZmGtmM−1

zz
Dtmbt (6.4.3)

bt =
βz

ω
Zeet −

1

βzω
ZeGteE

−1
zz

Dtedt (6.4.4)

These equations may also be used for building the basis in static case (ω = 0), if one
disregards factors 1

ω
.
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6.4.2 Basis consisting of modes at cutoff

For βzk = 0, i.e. at cutoff, the modes are of type TM (hz = 0) or TE (ez = 0). In this
case, formulations for the transverse field components presented in tab. 3.5.9 may be split
into two scalar eigenproblems, for ez and hz field components (tab. 3.5.10):

E−1
zz

DteZmM−1
tt

ZeGteezj = ω2
ejezj (6.4.5)

M−1
zz

DtmZeE
−1
tt

ZmGtmhzj = ω2
hjhzj (6.4.6)

Note, that the size of the problems is reduced by a factor of two.
The solutions of eqs. (6.4.5) and (6.4.6) are, respectively, eigenpairs (ωej, ezj) and (ωhj,

hzj), from which we calculate the transverse field components. The appropriate equations
for modes TM have the form:

btej =
1

jωej

ZeGteezj (6.4.7)

htej = M−1
tt
btej (6.4.8)

etej ← −ωejZmbtej +
1

ωej
GteE

−1
zz

DteZmhtej (6.4.9)

dtej = Ettetej (6.4.10)

For modes TE, we use the following equations:

dthj = − 1

jωhj
ZmGtmhzj (6.4.11)

ethj = E−1
tt
dthj (6.4.12)

hthj ← ωhjZedthj +
1

ωhj
GtmM−1

zz
DtmZeethj (6.4.13)

bthj = Mtththj (6.4.14)

Expressions for basis functions etej and hthj ((6.4.9) and (6.4.13)) are, respectively, (6.4.1)
and (6.4.2) with scaling factor 1

βz
omitted. These functions have zero amplitude in the

actual field distribution.

6.4.3 Basis consisting of static modes

For ωk = 0, the modes are of the type E or H. The longitudinal field components corre-
sponding to these modes are the solutions of the following two scalar eigenproblems (from
tab. 3.5.10) related to, respectively, modes E and H:

E−1
zz

DteEttGteezj = β2
zejezj (6.4.15)

M−1
zz

DtmMttGtmhzj = β2
zhjhzj (6.4.16)

The transverse field components are calculated from the following equations. For modes
E:

etej = − 1

jβzej
Gteezj (6.4.17)

dtej = Ettetej (6.4.18)

btej ← βzejZeetej −
1

βzej
ZeGteE

−1
zz

Dtedtej (6.4.19)

htej = M−1
tt
btej (6.4.20)
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and for modes H:

hthj = − 1

jβzhj

Gtmhzj (6.4.21)

bthj = Mtththj (6.4.22)

dthj ← −βzhjZmhthj +
1

βzhj

ZmGtmM−1
zz

Dtmbthj (6.4.23)

ethj = E−1
tt
dthj (6.4.24)

Formulae (6.4.19), (6.4.23) correspond to (6.4.4) and (6.4.3) respectively, with factor 1
ω

disregarded.

6.5 Fast analysis of waveguides

The algorithms developed in this chapter can all be used for fast analysis of the dispersive
properties of waveguides. Finding dispersion characteristics of a waveguide is a very
common problem in electromagnetics. In chapter 3, we presented methods of solving this
problem based on a discretization of various formulations of dispersion equation with the
finite difference method. In practice, such an approach requires construction and solving
of a large and complicated boundary value problem for a large number of frequencies
or propagation constants depending on the choice of a parameter being swept. Such
an approach may be very inefficient as the numerical complexity associated with finding
eigenvalues is identical at each point. The eigenfunction expansion algorithms developed
in this chapter can radically reduce the computation effort. The standard finite difference
procedure described in chapter 3 is used only at a few points chosen from the dispersion
characteristics (eg. at cutoff, static, or any other arbitrary case). These solutions are
used as a basis for the field expansion7. Using this basis and the method of moments the
dispersion equation is converted into a matrix eigenproblem with a small dense matrix
operator. The numerical complexity is dramatically reduced compared to the traditional
approach.

In order to compare the time performance of the presented algorithms versus standard
methods, we define the following variables:

N — number of frequency / propagation constant points
M — number of modes to be found
Mee — number of modes used in EE
tstd — calculation time in one standard eigenproblem
tee — calculation time in one EE eigenproblem

The total time in the standard method is given by the equation:

Tstd = N · tstd(M) (6.5.1)

The total time required by the EE procedure in its general form may be estimated from
the following formulae:

Tee = Mee · tstd(1) + N · tee(M) (6.5.2)

7In fact, the method used for calculation of the basis is not important in this method. We use the
finite difference method here but any of the techniques, including FEM or SDA, can be used when deemed
more appropriate for the problem at hand.
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For the algorithms based on the orthogonality relations this takes up the form:

Tee = tstd(Mee) +N · tee(M) (6.5.3)

Note, that we do not take into account the time required to construct the matrices, which
in practice is very small in comparison with the time of solving an eigenproblem. The
speedup of EE method over the standard method is given for the first case:

S =
N · tstd(M)

Mee · tstd(1) +N · tee(M)
(6.5.4)

and in the second case:

S =
N · tstd(M)

tstd(Mee) +N · tee(M)
(6.5.5)

For large value of frequency or propagation constant points, in both cases, the speedup
reaches its limit value:

S −→ tstd(M)

tee(M)
(6.5.6)

Since the size of the EE eigenproblems are much smaller than in the case of the standard
algorithms, the speedup may be significant.
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Chapter 7

Numerical results

7.1 Introduction

In the previous chapters, we presented various methods improving the standard finite-
difference methods for electromagnetic problems. All these new algorithms require veri-
fication. Therefore, a series of numerical tests have been performed. The results of these
tests are presented further on, in this chapter. It should be noted, that the numerical
tests presented later were chosen from much larger set of tests performed to validate the
algorithms. The results of these and the other tests prove that the techniques presented in
the previous chapters satisfy all the required conditions for the entire range of parameters.

7.2 Basic algorithms for 2D structures

In this section, we present the results of the tests for 2D structures. In sec. 7.2.1, we
deal with a test reducing the numerical dispersion error. In the following sections, we
test various waveguides successively adding new elements to them, in order to test all
the local algorithms presented in chapter 4: modeling of metal walls (sec. 7.2.2), dielec-
tric boundaries (sec. 7.2.3), and conductive wedges placed in homogeneous (sec. 7.2.4)
and inhomogeneous domains (sec. 7.2.5). As a benchmark, we use the cutoff frequencies
calculated using the finite-difference frequency-domain method by solving matrix eigen-
problems derived from two first formulations from tab. 3.5.10. These frequencies are
compared with reference values, which are the cutoff frequencies calculated analytically
or via extrapolation of the results for various grid sizes. If the waveguide is homoge-
neous, there is no need to make any other tests, since the dispersion characteristics are
strictly determined by the cutoff frequencies. In the case of inhomogeneous waveguides, we
also perform the tests for the static case analyzing the attenuation constants. These tests
involve solving matrix eigenproblems arising from the static formulations from tab. 3.5.10.

In all performed calculations, we assumed that the speed of light in the vacuum1 is
equal to c = 3 · 108m · s−1.

1More exact value of c is 2.997928 · 108m · s−1
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7.2.1 Numerical dispersion

As shown in sec. 2.3.1, results of finite-difference methods are affected by the numerical
dispersion error. We presented a method for the estimation of this error deriving a
correction factor minimizing this error. In this section, we present an example of the
estimation and the minimization of the numerical dispersion error in the case of the
numerical analysis of a rectangular waveguide.

µ0

5mm

6m
m

ε0

(a) (b) (c)

Figure 7.2.1: Rectangular waveguide (a) and the same structure placed in Yee’s grid: nodes
Ez, Hx, Hy (b) Hz, Ex, Ey (c).

The waveguide is shown in fig. 7.2.1(a). It has dimensions of 5mm×6mm and is
filled with the vacuum. The structure is covered with Yee’s mesh with the grid steps
∆x = ∆y = 0.5mm, i.e. 10×12 grid (see figs. 7.2.1(b,c)). The metal walls are placed on
the appropriate nodes of the tangential electric field. This guarantees that the metal walls
do not introduce any error into the results. The only source of errors, in this case, is the
numerical dispersion. During the test, we calculate cutoff frequencies of the waveguide
solving matrix eigenproblems arising from first two formulations given in tab. 3.5.10. The
results are compared with the frequencies calculated analytically.

The results for the lowest order modes are presented in tab. 7.2.1. The table shows
the analytical cutoff frequencies (fref) and the calculated frequencies together with the
relative errors. The next two columns show the same quantities after correction. The
actual error level after the correction is placed between −∆/2 and ∆/2, where ∆ is the
estimated error level calculated from eq. (2.3.55). ∆/2 is shown in the last column of the
table.

For example, let us look at modes TM11, TE11. The cutoff frequency calculated
analytically is about 39.05GHz. The solution of the finite-difference eigenproblem gives
in this case the result about 38.91GHz which is 0.36% smaller than the exact value. The
correction of this result leads to 39.11GHz with the relative error of 0.16%. It is clearly
seen, that this error is in the range −∆/2 . . .∆/2 (∆/2 in our case is 0.17%).

One may note that the actual error after correction in some cases (modes TE02, TE20,
TE30) slightly exceeds the estimated error range. In the worst case, for mode TE30, this
error is of order 0.72%, when the estimated level ∆/2 is 0.61%. This is due to the fact,
that the analysis of the numerical dispersion error performed in sec. 2.3.1.1 was based
on approximation (2.3.13), and hence was not exact. Although this effect may grow up
for higher order modes, it is not meaningful in the practical cases when the error level is
small.
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Table 7.2.1: Cutoff frequencies of the rectangular waveguide calculated analytically and
using the finite-difference algorithm before and after correction of the numerical dispersion
error.

Before correction After correction
Mode fref [GHz] f [GHz] err[%] f [GHz] err[%] ∆/2[%]

TE01 25.00 24.93 -0.29 24.98 -0.07 0.07
TE10 30.00 29.88 -0.41 29.97 -0.10 0.10

TM11 TE11 39.05 38.91 -0.36 39.11 0.16 0.17
TE02 50.00 49.43 -1.14 49.85 -0.30 0.28

TM12 TE12 58.31 57.76 -0.95 58.43 0.21 0.38
TE20 60.00 59.02 -1.64 59.74 -0.44 0.40

TM21 TE21 65.00 64.07 -1.44 64.99 -0.02 0.47
TE03 75.00 73.09 -2.55 74.46 -0.72 0.61

TM22 TE22 78.10 76.98 -1.43 78.60 0.63 0.68

Fig. 7.2.2 presents the error level ∆/2 for homogeneous and inhomogeneous structures
for cutoff modes versus the cutoff frequency (fig. 7.2.2(a)) and for static modes versus the
static attenuation constant (fig. 7.2.2(b)). The homogeneous structures are filled with
the vacuum and the inhomogeneous ones are filled with the vacuum and dielectric of
parameters εr = 4, µr = 1. Note, that the data in fig. 7.2.2(a) corresponding to the
homogeneous structures are valid in particular for the rectangular waveguide analyzed in
this section, and hence match the values of ∆/2 in tab. 7.2.1. The data from fig. 7.2.2
will serve as a reference for further tests.
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Figure 7.2.2: Numerical dispersion error level for homogeneous and inhomogeneous struc-
tures for cutoff modes versus the cutoff frequency (a) and for static modes versus the static
attenuation constant (b). The inhomogeneous structures are filled with the vacuum and
dielectric of parameters εr = 4, µr = 1.
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7.2.2 Location of metal walls

In order to test the algorithm for modeling of metal planes, we analyze the same rectan-
gular waveguide as in the previous section but shifting the structure with respect to Yee’s
grid by a normalized distance −0.5 < xt/∆x < 0.5, −0.5 < yt/∆y < 0.5. This covers
every possible location with respect to the grid. Possible positions of the metal walls are
shown in fig. 7.2.1(b,c) as a dark region. Note, that position (0,0) corresponds to the
situation from the previous section, where the only source of errors is the numerical dis-
persion. The errors are calculated with respect to the analytical solution. The correction
of the numerical dispersion is performed. Fig. 7.2.3 shows patterns of the relative errors
in the calculated cutoff frequencies versus the normalized position of the structure for the
lowest order TM and TE modes. For instance, the relative errors for mode TM11 take up
the values from range 0.18% . . . 0.34%. The largest error is, hence, two times larger than
the error level due to the numerical dispersion ∆/2 which, for this frequency, is 0.17%
(from tab. 7.2.1 or fig. 7.2.2(a)). The variation of the error, about 0.16%, is comparable
with the numerical dispersion. One may note, that the error patterns for TM and TE
modes with the same indices are the same (eg. modes TM11 and TE11 in the figure).
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Figure 7.2.3: Contours of relative error [%] of the cutoff frequencies of TM modes (a)
and TE modes (b) versus normalized location of the rectangular waveguide with respect to
Yee’s cell.
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Rotation In the test described above, the metal walls were, in every case, parallel to
one of the field components of Yee’s grid. In order to test the algorithm for modeling
of metal walls in a more general case, we rotate the structure with respect to its center.
Fig. 7.2.4 shows three locations of the waveguide in the grid, at angles 0o, 22.5o and
45o. Electric nodes are blue, magnetic nodes are red and removed nodes are green. The
waveguide was rotated from 0o to 45o with step 1o. The cutoff frequencies were calculated.
Fig. 7.2.5 shows the relative error of the cutoff frequencies of TM and TE modes. Top
charts correspond to the staircase approximation. The errors, in this case, are very
large reaching level of about 5% for mode TE01 or even 9% for mode TM11. Results
corresponding to the new algorithm are shown in the bottom. We may see, that the error
is highly reduced with the level comparable with the numerical dispersion (below 0.5%)
for modes TE01 and TM11.

It has to be underlined, that rotation does not change the norm maximum of the
operator, so there is no need to change the time step in the FD-TD.
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Figure 7.2.4: Rotation of the rectangular waveguide in Yee’s mesh. 0o, 22.5o, 45o.
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Figure 7.2.5: Relative error [%] of the cutoff frequencies of TM (a) and TE modes (b)
versus angle between the rectangular waveguide and Yee’s grid: staircase approximation
(top) and the new algorithm (bottom).
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7.2.3 Location of dielectric boundaries

In addition to the error caused by the location of metal walls an error may be introduced
by location of boundaries between dielectrics. In order to test such a case, a structure from
fig. 7.2.6 was analyzed using the finite-difference algorithm. This structure is a rectangular

5mm

0ε µ0

ε µ1 1

3m
m

1.
5m

m

(a) (b) (c)

Figure 7.2.6: Inhomogeneous rectangular waveguide (a) and the same structure placed in
Yee’s grid: nodes Ez, Hx, Hy (b) Hz, Ex, Ey (c). ε1 = 4ε0. µ1 = µ0.

waveguide loaded inhomogenously, with two dielectrics of permittivity, respectively, ε0 and
4ε0. The waveguide supports modes of type LSE and LSM with respect to the vertical
axis. The structure was shifted, taking every possible location with respect to 20 × 18
Yee’s grid (∆h = 0.25mm). All possible locations of the boundaries are shown for 10× 9
grid in figs. 7.2.6(b,c) as dark regions. Fig. 7.2.7 shows the contours of the relative errors
in the calculated cutoff frequency with respect to the normalized position. The reference
cutoff frequencies were calculated using the transverse resonance method [34, 57]. The
same data was obtained by extrapolating the results of the finite-difference frequency-
domain method with varying grid size. Since the structure is inhomogeneous, the static
solutions are not in a simple relation to the cutoff solutions. Therefore, in addition to the
cutoff case, we solved the matrix eigenproblems corresponding to the static formulations
from tab. 3.5.10. This produced, for all locations of the structure, the contour plots given
in fig. 7.2.8 showing the relative errors in the attenuation constant for the static modes.
The errors for mode LSE11 are in the range 0% . . . 0.15% at cutoff and −0.04% . . . 0.10%
in the static case. The variation of these errors is comparable to the numerical dispersion
error level, which is about 0.2% at cutoff (blue line in fig. 7.2.2(a)) and about 0.1% for
the static solution (blue line in fig. 7.2.2(b)).
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Figure 7.2.7: Contours of relative error [%] of the cutoff frequencies of LSE modes (a) and
LSM modes (b) versus normalized location of the inhomogeneous rectangular waveguide
with respect to Yee’s cell.
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Figure 7.2.8: Contours of relative error [%] of the static attenuation constants of LSE
modes (a) and LSM modes (b) versus normalized location of the inhomogeneous rectan-
gular waveguide with respect to Yee’s cell.
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Figure 7.2.9: Rotation of the inhomogeneous rectangular waveguide in Yee’s mesh. 0o,
22.5o, 45o.

0 5 10 15 20 25 30 35 40 45
−4

−2

0

2

4

6

8

Angle [deg]

E
rr

or
 [%

]

E1

E2

E3

E4

E5

E6

0 5 10 15 20 25 30 35 40 45
−8

−7

−6

−5

−4

−3

−2

−1

0

1

2

Angle [deg]

E
rr

or
 [%

]

H1

H2

H3

H4

H5

H6

0 5 10 15 20 25 30 35 40 45
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Angle [deg]

E
rr

or
 [%

]

E1

E2

E3

E4

E5

E6

0 5 10 15 20 25 30 35 40 45
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

H1

H2

H3

H4

H5

H6

(a) (b)

Figure 7.2.10: Relative error [%] of the cutoff frequencies of LSE (a) and LSM modes (b)
versus angle between the inhomogeneous rectangular waveguide and Yee’s grid: staircase
approximation (top) and the new algorithm (bottom).



Chapter 7 Numerical results 143

Rotation In order to test the algorithm in a more general case, we rotate the structure
with respect to the grid versus the center of the waveguide. Three positions of the wave-
guide, at angle 0o, 22.5o and 45o are presented in fig. 7.2.9. The results of calculating cutoff
frequencies of the rotated waveguide are shown in fig. 7.2.10. The charts show the relative
error in the calculated frequency for modes LSM and LSE. The results corresponding to
the staircase approximation are given at the top. The staircase approximation here means
no modeling of metal walls nor a dielectric boundary. The error levels are large. In the
worst case for mode LSM10 we get about 4%, and for mode LSE11 we get about 8%. The
error level is significantly reduced for the modified algorithm (bottom charts). Fig. 7.2.11
corresponds to solving of static equations. The figure shows the relative error of the static
attenuation constants. Again, the top charts correspond to the staircase approximation
and the bottom charts to the new algorithm. Also in this case, we observe large errors
for the staircase algorithm and significant reduction of these errors for the new approach.
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Figure 7.2.11: Relative error [%] of the static attenuation constants of LSE (a) and LSM
modes (b) versus angle between the inhomogeneous rectangular waveguide and Yee’s grid:
staircase approximation (top) and the new algorithm (bottom).
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7.2.4 Conductive wedges in homogeneous domains

In this and the next section, we deal with the structures containing conductive wedges.
Here, we test a homogeneous waveguide with a single metal wedge placed in the symmetry
plane. The structure is shown in fig. 7.2.12(a).
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m
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Figure 7.2.12: Single-wedge line (a) and the same structure placed in Yee’s grid: nodes
Ez, Hx, Hy (b) Hz, Ex, Ey (c).

As discussed in sec. 4.6, the metal wedge may lead to singularity of some of the
field components and cause significant errors when using the standard finite-difference
methods. Therefore, we developed a modification of the standard methods which should
reduce the errors associated with singularities. In this section, we test the new algorithms.
We also perform tests with the standard methods without modeling of the wedge in order
to show how the new methods improve the accuracy.

The tests with the standard methods were performed for the grid sizes: 10×12, 20×24,
40×48, 80×96, 160×192. (The location of grid nodes for three field components and for
10× 12 grid (∆h = 0.5mm) is presented in figs. 7.2.12(b,c) for TM and TE polarization
respectively.) The structure is placed in Yee’s mesh with the metal planes coinciding with
the tangential electric field, so that the location of the walls does not introduce any error
into the results. As in the previous sections, we calculate the cutoff frequencies of the
waveguide. The results for various grid sizes are extrapolated and the extrapolated values
are used as a reference. The frequencies and the relative errors are presented for modes
TM and TE in, respectively, tabs. 7.2.2 and 7.2.3.

Since the test model has a plane of symmetry, we may expect the even and odd modes
with respect to this plane. The odd modes (TMo, TEo) do not contain singularities and
therefore we do not expect significant errors in this case. This is because the symmetry
plane has the properties of the electric wall, which cancels the influence of the edge corner
to the field. The largest errors may be expected for the even modes (TMe, TEe), where
some of the field components may become singular at the edge (see fig. 7.2.13 showing the
field distribution for the even modes). The tables show, as expected, that the errors for
the odd modes are relatively small, and are caused only by the numerical dispersion. For
instance, the cutoff frequencies of modes TMo1, TEo1 calculated using the standard finite-
difference algorithm with 10 × 12 Yee’s grid are, respectively, 0.21% greater and 0.10%
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Table 7.2.2: Cutoff frequencies [GHz] of TM modes of the single-wedge line calculated with
the standard finite difference algorithm.

10×12 20×24 40×48 80×96 160×192 Ext.
TMe1 48.01 47.31 46.99 46.83 46.75 46.6693

2.87% 1.38% 0.68% 0.34% 0.17%
TMo1 58.43 58.34 58.32 58.31 58.31 58.3095

0.21% 0.05% 0.01% 0.00% 0.00%
TMe2 71.84 71.77 71.73 71.72 71.72 71.7135

0.18% 0.08% 0.03% 0.01% 0.01%
TMo2 78.60 78.23 78.13 78.11 78.10 78.1025

0.63% 0.16% 0.04% 0.01% 0.00%

Table 7.2.3: Cutoff frequencies [GHz] of TE modes of the single-wedge line calculated with
the standard finite difference algorithm.

10×12 20×24 40×48 80×96 160×192 Ext.
TEe1 18.90 19.29 19.48 19.57 19.62 19.6686

-3.90% -1.95% -0.97% -0.49% -0.24%
TEo1 29.97 29.99 30.00 30.00 30.00 30.0000

-0.10% -0.03% -0.01% -0.00% -0.00%
TEe2 35.55 35.60 35.63 35.64 35.65 35.6614

-0.32% -0.18% -0.09% -0.05% -0.02%
TEo2 49.85 49.96 49.99 50.00 50.00 50.0000

-0.30% -0.07% -0.02% -0.00% -0.00%
TEe3 55.75 56.05 56.20 56.26 56.30 56.3326

-1.04% -0.50% -0.24% -0.12% -0.06%
TEo3 58.43 58.34 58.32 58.31 58.31 58.3095

0.21% 0.05% 0.01% 0.00% 0.00%
TEo4 59.74 59.94 59.98 60.00 60.00 60.0000

-0.44% -0.10% -0.03% -0.01% -0.00%
TEe4 64.73 64.93 65.02 65.06 65.08 65.1046

-0.58% -0.27% -0.13% -0.07% -0.03%
TEe5 77.02 77.29 77.36 77.39 77.39 77.3994

-0.49% -0.14% -0.05% -0.02% -0.01%
TEo5 78.60 78.23 78.13 78.11 78.10 78.1025

0.63% 0.16% 0.04% 0.01% 0.00%
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Table 7.2.4: Cutoff frequencies [GHz] of TM modes of the single-wedge line calculated with
the finite difference algorithm with modeling of the wedge.

Ref. 10×12 20×24 40×48 80×96
TMe1 46.6693 46.76 46.67 46.66 46.67

0.19% 0.01% -0.01% -0.01%
TMo1 58.3095 58.43 58.34 58.32 58.31

0.21% 0.05% 0.01% 0.00%
TMe2 71.7135 71.84 71.75 71.72 71.72

0.18% 0.05% 0.01% 0.00%
TMo2 78.1025 78.60 78.23 78.13 78.11

0.63% 0.16% 0.04% 0.01%

Table 7.2.5: Cutoff frequencies [GHz] of TE modes of the single-wedge line calculated with
the finite difference algorithm with modeling of the wedge.

Ref. 10×12 20×24 40×48 80×96
TEe1 19.6686 19.67 19.68 19.67 19.67

0.02% 0.04% 0.03% 0.01%
TEo1 30.0000 29.97 29.99 30.00 30.00

-0.10% -0.03% -0.01% -0.00%
TEe2 35.6614 35.68 35.67 35.66 35.66

0.04% 0.01% 0.01% 0.00%
TEo2 50.0000 49.85 49.96 49.99 50.00

-0.30% -0.07% -0.02% -0.00%
TEe3 56.3326 56.29 56.33 56.33 56.33

-0.08% -0.01% 0.00% 0.00%
TEo3 58.3095 58.43 58.34 58.32 58.31

0.21% 0.05% 0.01% 0.00%
TEo4 60.0000 59.74 59.94 59.98 60.00

-0.44% -0.10% -0.03% -0.01%
TEe4 65.1046 65.06 65.10 65.11 65.11

-0.07% -0.00% 0.00% 0.00%
TEe5 77.3994 77.07 77.33 77.38 77.40

-0.43% -0.09% -0.02% -0.01%
TEo5 78.1025 78.60 78.23 78.13 78.11

0.63% 0.16% 0.04% 0.01%
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Figure 7.2.13: Field distribution of the even modes of the single-wedge line

smaller than the exact value. Note, that these errors are smaller than the numerical
dispersion error which, as can be read from fig. 7.2.2(a), are: about 0.4% for TMo1 cutoff
frequency (58.21GHz) and about 0.1% for TEo1 cutoff frequency (29.94GHz). For the
even modes, however, the errors are significant. In the case of 10 × 12 grid the method
produces 2.87% of the relative error for mode TMe1 and -3.90% for mode TEe1, which
is much more than might be expected if only the numerical dispersion errors were taken
into account (from fig. 7.2.2(a), respectively, about 0.3% and 0.05%).

Tabs. 7.2.4 and 7.2.5 present the results for the modified finite-difference algorithm
with modeling of the conductive edge described in sec. 4.6.2. The results show that the
new algorithm has no influence on the odd modes. This is a desirable property of the
algorithm, since, as noted, the odd modes have no singularity in the field. The entries
corresponding to the odd modes are the same as in tabs. 7.2.2 and 7.2.3, and as before, the
errors are caused only by the numerical dispersion. Significant improvement in accuracy
of the calculations is observed in the case of the even modes. The errors caused by the
edge corner are practically canceled. In the case of 10×12 grid the new method produces
0.19% of the relative error for mode TMe1 and 0.02% for mode TEe1, which is comparable
with the corresponding cases for the standard method with 160 × 192 grid (0.17% and
-0.24% respectively).

In order to show the ability of the new algorithm to handle various locations of the
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conductive edge with respect to the grid, the structure is shifted in x− y plane as in the
previous sections. (Dark regions in figs. 7.2.12(b,c) again indicate possible location of the
boundaries.) Note, that the results for position (0,0) correspond to the frequencies from
the tables discussed above.

Figs. 7.2.14 and 7.2.15 present the relative error contours versus the normalized posi-
tion of the model for the cutoff frequencies of, respectively, modes TM and TE calculated
using the standard (plots (a)) and modified (plots (b)) finite-difference algorithms with
10 × 12 grid. We may note large errors and large dependency of these errors on the
position in the case of the even modes and the standard method. For mode TMe1 we get
the error range about 0% . . . 7% and for mode TEe1 the error range is about −8% . . . 0%.
In both cases the errors are significantly reduced when using the modified algorithm.
For both modes, we get the error ranges, respectively, 0.2% . . . 0.8% and −0.2% . . . 0.6%.
Although the error is significantly reduced, its variation is larger than the level of the
numerical dispersion (respectively, about 0.3% and 0.05%). For the odd modes the errors
are not significant in both the standard and the modified algorithms, and the ranges are
comparable with the level of the numerical dispersion error.

Rotation Like in the previous sections, the second test concerns rotation of the struc-
ture with respect to the grid. Now, however, the waveguide is rotated versus the edge as
shown in fig. 7.2.16. The relative error in the calculated cutoff frequency versus the angle
is shown in fig. 7.2.17. The staircase approximation, as shown in the top charts, leads to
large errors reaching about 8% in the case of mode TEe1 and over 13% for mode TMe1.
The staircase approximation, in this case, means no modeling of metal walls and the edge.
The bottom charts, corresponding to the new method, show significant reduction of the
error.

Stability of the explicit update scheme For all the locations of the structure with
respect to Yee’s mesh, positiveness and the spectral radius of the operator were tested.
The tests showed, that the algorithm for modeling of a conductive wedge has no influence
on these properties. Therefore, the standard stability condition for the explicit update
schemes, given for 2D by eq. (3.8.27), is not changed.
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Figure 7.2.14: Contours of relative error [%] of the cutoff frequencies of TM modes versus
normalized location of the structure with respect to Yee’s cell for the finite difference
algorithm without (a) and with (b) correction.

TEe1 (19.67GHz) TEo1 (30.00GHz) TEe2 (35.66GHz)

(a)

−0.4 −0.2 0 0.2 0.4

−0.4

−0.2

0

0.2

0.4

−8

−6

−4

−2

0

−0.4 −0.2 0 0.2 0.4

−0.4

−0.2

0

0.2

0.4

−0.2

−0.2

−0.15

−0.15

−0.1

−0.1

−0.05

−0.05
0

0

0.05 0.05

0.1

0.1

−0.4 −0.2 0 0.2 0.4

−0.4

−0.2

0

0.2

0.4

−0.3

−0.3

−0.3
−0.2

−0.1

0

0.1

0.2

(b)

−0.4 −0.2 0 0.2 0.4

−0.4

−0.2

0

0.2

0.4

−0.2

−0.2

0

0
0

0.2

0.2

0.2

0.2

0.4

0.4

0.4

0.4

0.6

0.6

0.6

0.6

0.8

0.8

0.8

0.8

1

1

1.2

1.2
−0.4 −0.2 0 0.2 0.4

−0.4

−0.2

0

0.2

0.4

−0.1

−0.1

−0.05

−0.05

0

0

0.05

0.05

0.1

0.1

−0.4 −0.2 0 0.2 0.4

−0.4

−0.2

0

0.2

0.4

0.05

0.1

0.1

0.15 0.15

0.2

0.2

0.2

0.25

0.25

0.25

0.25

0.3

0.3

0.35

0.35

0.4

0.4

0.45

0.45

Figure 7.2.15: Contours of relative error [%] of the cutoff frequencies of TE modes versus
normalized location of the structure with respect to Yee’s cell for the finite difference
algorithm without (a) and with (b) correction.
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Figure 7.2.16: Rotation of the single-wedge line in Yee’s mesh. 0o, 22.5o, 45o.
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Figure 7.2.17: Relative error [%] of the cutoff frequencies of TM (a) and TE modes (b)
versus angle between the single-wedge line and Yee’s grid: staircase approximation (top)
and the new algorithm (bottom).
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7.2.5 Conductive wedges in inhomogeneous domains

The algorithm for modeling of conductive wedges presented in sec. 4.6.2 may also handle
wedges placed in an inhomogeneous region. In order to test such a case, we numerically
analyze the structure shown in fig. 7.2.18. This is a rectangular waveguide with a single
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Figure 7.2.18: Inhomogeneous single-wedge-line (a) and the same structure placed in Yee’s
grid: nodes Ez, Hx, Hy (b) Hz, Ex, Ey (c). ε1 = 4ε0. µ1 = µ0.

conductive wedge placed on the boundary between two dielectrics. Analogously to the
previous section, we present the cutoff frequencies of this structure and the corresponding
relative errors calculated for various grid sizes with the standard and the modified finite-
difference algorithms. The results for the standard method are shown for modes E and
H in tabs. 7.2.6 and 7.2.7, respectively. The results of the modified method are given in
tabs. 7.2.8, 7.2.9. One may observe significant reduction of error in the case of modes E1

and H1 for grid 20× 18. In these cases, the standard method produces errors 1.36% and
−3.23%. The use of the new approach reduces these errors to the levels 0.12% and 0.05%
and this is less than the level of the numerical dispersion (respectively, about 0.3% and
0.05%).

Since the analyzed waveguide is inhomogeneous, the cutoff and static solutions are not
simply related to each other. Therefore, we performed separate tests for the static case.
The results are given in tabs. 7.2.10, 7.2.11 (the standard algorithm) and 7.2.12, 7.2.13
(the new technique). Also in this case, the errors are notably reduced (eg. from −2.52%
to 0.04% (the level comparable with the numerical dispersion) in the case of mode H1).

Analogously to the tests from the previous sections, we shifted the waveguide in the
x− y space testing the influence of the positioning of the structure relative to Yee’s grid
on the error level. The results for the standard and modified algorithms are shown for
the case of the cutoff modes in the form of contour plots in fig. 7.2.19 for modes E and in
fig. 7.2.20 for modes H. We may see, for instance, that the error for mode H1 ranges from
−8% to 0% in the case of the standard method and from −0.4% to 0.6% after the use of
the modified algorithm. The reduction of the error is significant, but it is still at a larger
level than the numerical dispersion. In the same manner, we present the results for the
static case in figs. 7.2.19 and 7.2.20. All these plots show remarkable improvement in the
error level for every position of the structure.
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Table 7.2.6: Cutoff frequencies [GHz] of E modes of the inhomogeneous single-wedge line
calculated with the standard finite difference algorithm.

20×18 40×36 80×72 160×144 320×288 Ext.
E1 38.15 37.88 37.76 37.70 37.67 37.6387

1.36% 0.64% 0.31% 0.16% 0.08%
E2 53.89 53.76 53.68 53.64 53.61 53.5936

0.54% 0.30% 0.16% 0.08% 0.04%
E3 57.44 57.19 57.11 57.08 57.07 57.0614

0.66% 0.22% 0.08% 0.04% 0.02%
E4 62.67 62.56 62.53 62.52 62.51 62.5082

0.25% 0.09% 0.04% 0.02% 0.01%

Table 7.2.7: Cutoff frequencies [GHz] of H modes of the inhomogeneous single-wedge line
calculated with the standard finite difference algorithm.

20×18 40×36 80×72 160×144 320×288 Ext.
H1 13.95 14.18 14.29 14.35 14.38 14.4160

-3.23% -1.66% -0.85% -0.43% -0.22%
H2 23.41 23.51 23.54 23.56 23.56 23.5647

-0.66% -0.24% -0.09% -0.04% -0.02%
H3 32.20 32.21 32.21 32.21 32.21 32.2106

-0.03% -0.00% 0.00% 0.00% 0.00%
H4 35.50 35.65 35.71 35.74 35.75 35.7648

-0.75% -0.33% -0.15% -0.07% -0.03%
H5 47.96 48.16 48.24 48.27 48.28 48.2972

-0.71% -0.28% -0.12% -0.06% -0.03%
H6 50.02 50.01 50.00 50.00 50.00 50.0000

0.05% 0.02% 0.00% 0.00% 0.00%
H7 52.29 52.51 52.59 52.63 52.64 52.6600

-0.69% -0.29% -0.13% -0.06% -0.03%
H8 57.31 57.30 57.31 57.31 57.32 57.3226

-0.02% -0.04% -0.03% -0.01% -0.01%
H9 59.70 59.66 59.65 59.64 59.64 59.6454

0.09% 0.02% 0.00% -0.00% -0.00%
H10 61.74 62.00 62.07 62.10 62.10 62.1098

-0.59% -0.18% -0.06% -0.02% -0.01%



Chapter 7 Numerical results 153

Table 7.2.8: Cutoff frequencies [GHz] of E modes of the inhomogeneous single-wedge line
calculated with the finite difference algorithm with modeling of the wedge.

Ref. 20×18 40×36 80×72 160×144
E1 37.6387 37.68 37.64 37.64 37.64

0.12% 0.02% -0.00% -0.00%
E2 53.5936 53.58 53.59 53.59 53.59

-0.03% -0.01% -0.01% -0.00%
E3 57.0614 57.27 57.11 57.07 57.06

0.37% 0.09% 0.02% 0.00%
E4 62.5082 62.60 62.53 62.51 62.51

0.15% 0.04% 0.01% 0.00%

Table 7.2.9: Cutoff frequencies [GHz] of H modes of the inhomogeneous single-wedge line
calculated with the finite difference algorithm with modeling of the wedge.

Ref. 20×18 40×36 80×72 160×144
H1 14.4160 14.42 14.42 14.42 14.42

0.05% 0.04% 0.02% 0.01%
H2 23.5647 23.55 23.56 23.56 23.56

-0.05% -0.01% -0.00% -0.00%
H3 32.2106 32.24 32.22 32.21 32.21

0.09% 0.02% 0.01% 0.00%
H4 35.7648 35.75 35.76 35.76 35.76

-0.05% -0.01% -0.00% -0.00%
H5 48.2972 48.15 48.26 48.29 48.30

-0.30% -0.07% -0.01% -0.00%
H6 50.0000 50.02 50.01 50.00 50.00

0.05% 0.02% 0.00% 0.00%
H7 52.6600 52.52 52.63 52.65 52.66

-0.27% -0.06% -0.01% -0.00%
H8 57.3226 57.55 57.38 57.34 57.33

0.39% 0.10% 0.03% 0.01%
H9 59.6454 59.84 59.70 59.66 59.65

0.33% 0.09% 0.02% 0.01%
H10 62.1098 61.81 62.04 62.09 62.11

-0.49% -0.12% -0.03% -0.01%
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Table 7.2.10: Static attenuation constants [Np/m] of E modes of the inhomogeneous single-
wedge line calculated with the standard finite difference algorithm.

20×18 40×36 80×72 160×144 320×288 Ext.
E1 1162.2 1150.9 1146.6 1144.8 1144.0 1143.346

1.65% 0.66% 0.28% 0.13% 0.06%
E2 1468.7 1464.5 1462.9 1462.1 1461.7 1461.333

0.51% 0.22% 0.11% 0.06% 0.03%
E3 1670.3 1663.4 1660.7 1659.5 1659.0 1658.470

0.71% 0.30% 0.13% 0.06% 0.03%
E4 2081.3 2068.5 2061.7 2058.2 2056.5 2054.764

1.29% 0.67% 0.34% 0.17% 0.08%

Table 7.2.11: Static attenuation constants [Np/m] of H modes of the inhomogeneous
single-wedge line calculated with the standard finite difference algorithm.

20×18 40×36 80×72 160×144 320×288 Ext.
H1 492.0 498.3 501.5 503.1 503.9 504.688

-2.52% -1.26% -0.63% -0.31% -0.16%
H2 628.2 628.3 628.3 628.3 628.3 628.319

-0.03% -0.01% -0.00% -0.00% -0.00%
H3 841.9 842.2 842.4 842.5 842.6 842.632

-0.09% -0.05% -0.02% -0.01% -0.01%
H4 1157.8 1159.6 1160.5 1160.9 1161.1 1161.311

-0.30% -0.15% -0.07% -0.04% -0.02%
H5 1255.3 1256.3 1256.6 1256.6 1256.6 1256.637

-0.10% -0.03% -0.01% -0.00% -0.00%
H6 1410.3 1412.2 1413.2 1413.7 1413.9 1414.159

-0.28% -0.14% -0.07% -0.03% -0.02%
H7 1469.9 1470.1 1470.1 1470.1 1470.1 1470.152

-0.02% -0.00% -0.00% -0.00% -0.00%
H8 1790.5 1792.4 1793.6 1794.4 1794.7 1795.149

-0.26% -0.15% -0.08% -0.04% -0.02%
H9 1880.4 1883.9 1884.7 1884.9 1884.9 1884.956

-0.24% -0.06% -0.01% -0.00% -0.00%
H10 1983.2 1985.7 1986.6 1987.0 1987.1 1987.295

-0.21% -0.08% -0.04% -0.02% -0.01%
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Table 7.2.12: Static attenuation constants [Np/m] of E modes of the inhomogeneous single-
wedge line calculated with the finite difference algorithm with modeling of the wedge.

Ref. 20×18 40×36 80×72 160×144
E1 1143.346 1144.0 1143.4 1143.4 1143.3

0.05% 0.01% 0.00% 0.00%
E2 1461.333 1462.2 1461.5 1461.3 1461.3

0.06% 0.01% -0.00% -0.00%
E3 1658.470 1660.9 1659.0 1658.6 1658.5

0.15% 0.03% 0.01% 0.00%
E4 2054.764 2056.1 2054.8 2054.7 2054.7

0.06% 0.00% -0.00% -0.00%

Table 7.2.13: Static attenuation constants [Np/m] of H modes of the inhomogeneous
single-wedge line calculated with the finite difference algorithm with modeling of the wedge.

Ref. 20×18 40×36 80×72 160×144
H1 504.688 504.9 504.8 504.8 504.7

0.04% 0.03% 0.02% 0.01%
H2 628.319 628.2 628.3 628.3 628.3

-0.03% -0.01% -0.00% -0.00%
H3 842.632 842.7 842.7 842.6 842.6

0.01% 0.00% 0.00% 0.00%
H4 1161.311 1161.2 1161.3 1161.3 1161.3

-0.01% 0.00% 0.00% 0.00%
H5 1256.637 1255.3 1256.3 1256.6 1256.6

-0.10% -0.03% -0.01% -0.00%
H6 1414.159 1414.0 1414.2 1414.2 1414.2

-0.01% 0.00% 0.00% 0.00%
H7 1470.152 1470.0 1470.1 1470.1 1470.1

-0.01% -0.00% -0.00% -0.00%
H8 1795.149 1797.3 1795.8 1795.3 1795.2

0.12% 0.03% 0.01% 0.00%
H9 1884.956 1880.4 1883.9 1884.7 1884.9

-0.24% -0.06% -0.01% -0.00%
H10 1987.295 1985.7 1987.0 1987.2 1987.3

-0.08% -0.02% -0.00% -0.00%
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Figure 7.2.19: Contours of relative error [%] of the cutoff frequencies of E modes versus
normalized location of the structure with respect to Yee’s cell for the finite difference
algorithm without (a) and with (b) correction.
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Figure 7.2.20: Contours of relative error [%] of the cutoff frequencies of H modes versus
normalized location of the structure with respect to Yee’s cell for the finite difference
algorithm without (a) and with (b) correction.
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Figure 7.2.21: Contours of relative error [%] of the static attenuation constant of E modes
versus normalized location of the structure with respect to Yee’s cell for the finite difference
algorithm without (a) and with (b) correction.
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Figure 7.2.22: Contours of relative error [%] of the static attenuation constant of H modes
versus normalized location of the structure with respect to Yee’s cell for the finite difference
algorithm without (a) and with (b) correction.
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Figure 7.2.23: Rotation of the inhomogeneous single-wedge line in Yee’s mesh. 0o, 22.5o,
45o.
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Figure 7.2.24: Relative error [%] of the cutoff frequencies of E (a) and H modes (b) versus
angle between the inhomogeneous single-wedge line and Yee’s grid: staircase approximation
(top) and the new algorithm (bottom).
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Rotation In the next step, the waveguide is rotated versus the edge (see fig. 7.2.23).
Two tests were performed, for calculating cutoff frequencies (fig. 7.2.24) and static atten-
uation constants (fig. 7.2.25). The staircase approximation with results at the top charts
does not model metal walls, dielectric boundary, nor the edge. The errors are in this case
large like in the previous tests. And again, we observe significant reduction of these errors
for the modified algorithm.

Stability of the explicit update scheme Like in sec. 7.2.4, the tests with the inhomo-
geneous line, for various locations with respect to the grid, showed that the new algorithm
has no influence on the positiveness and the spectral radius of the operator. This means
that eq. (3.8.27) may still be used as a stablity condition for the explicit update schemes.

0 5 10 15 20 25 30 35 40 45
−2

−1

0

1

2

3

4

5

6

7

Angle [deg]

E
rr

or
 [%

]

E1

E2

E3

E4

E5

E6

0 5 10 15 20 25 30 35 40 45
−8

−6

−4

−2

0

2

4

Angle [deg]

E
rr

or
 [%

]

H1

H2

H3

H4

H5

H6

0 5 10 15 20 25 30 35 40 45
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

E1

E2

E3

E4

E5

E6

0 5 10 15 20 25 30 35 40 45
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

Angle [deg]

E
rr

or
 [%

]

H1

H2

H3

(a) (b)

Figure 7.2.25: Relative error [%] of the static attenuation constants of E (a) and H modes
(b) versus angle between the inhomogeneous single-wedge line and Yee’s grid: staircase
approximation (top) and the new algorithm (bottom).
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7.2.6 Circular waveguide

Figure 7.2.26: Two positions of the circular waveguide in Yee’s grid: node ez in the center
and node hz in the center.

In order to further test the algorithm for modeling of metal walls, we numerically
analyze a circular waveguide of radius 3mm filled with the vacuum. We use the finite
difference method with space step size ∆h = 0.4mm. Fig. 7.2.26 shows two locations of
the waveguide with respect to the grid: with nodes ez (at the left side of the figure) and
hz (at the right) in the center. Tab. 7.2.14 presents the results of the tests. All the tests
were performed for the two positions of the waveguide. Cutoff frequencies were calculated
for metal walls modeled with the staircase approximation and with the new algorithm.
The table shows relative errors of the cutoff frequencies with respect to the analytical
solution.

The first index in the mode name denotes the order of Bessel function J (modes TM)
or its derivative (modes TE). The second index denotes zeros of these functions. Note,
that a pair of modes with the same indices exist for function orders greater than zero.
These modes correspond to two sinusoidal variations in angular direction shifted in phase
by 90o with respect to each other. The results will be the same if the first index of the
modes is odd. This corresponds to the same odd number of periods of the sinusoidal
function in angular direction in the variation of the field. In this case, Yee’s grid reveals
a sort of symmetry, where directions x and y in the Cartesian coordinates have the same
properties. This leads to the same result in the calculated cutoff frequency for odd modes.
This property takes place for the staircase approximation and for the new algorithm for
both locations of the waveguide with respect to the structure. However, an arbitrary
location may spoil the symmetry and the results will differ. Even modes do not have such
property.

One may note, that the error is very large for the staircase approximation. It may even
reach about 9% in the case of mode TE41 for the location with node hz in the center. The
new algorithm strongly reduces this error pushing its magnitude down below 1% for the
whole tested frequency range 0–110GHz. In the case of mode TE41 the error is reduced
to about -0.3%.
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Table 7.2.14: Cutoff frequencies of the circular waveguide calculated by FD-FD and their
relative errors with respect to the analytical solution. Electric walls modeled with staircase
approximation and with the new algorithm. Results for two positions of the waveguide
with respect to the grid.

ez in the center hz in the center
Ref. Staircase New alg. Staircase New alg.

f f Err f Err f Err f Err
[GHz] [GHz] [%] [GHz] [%] [GHz] [%] [GHz] [%]

TM01 38.2740 39.89 4.23 38.23 -0.11 39.77 3.90 38.29 0.03
TM11 60.9835 63.54 4.19 61.03 0.08 63.32 3.83 61.10 0.18
TM11 60.9835 63.54 4.19 61.03 0.08 63.32 3.83 61.10 0.18
TM21 81.7360 85.03 4.03 81.77 0.05 83.52 2.19 81.69 -0.05
TM21 81.7360 85.19 4.23 82.15 0.50 86.06 5.30 82.37 0.77
TM02 87.8548 91.43 4.07 88.19 0.39 91.14 3.74 88.21 0.41
TM31 101.5434 105.61 4.01 102.00 0.45 104.86 3.27 102.04 0.49
TM31 101.5434 105.61 4.01 102.00 0.45 104.86 3.27 102.04 0.49
TM12 111.6565 116.03 3.91 112.38 0.65 116.02 3.91 112.39 0.65
TM12 111.6565 116.03 3.91 112.38 0.65 116.02 3.91 112.39 0.65

TE11 29.3033 29.31 0.01 29.34 0.13 28.77 -1.82 29.31 0.04
TE11 29.3033 29.31 0.01 29.34 0.14 28.77 -1.82 29.31 0.04
TE21 48.6097 46.67 -3.99 48.71 0.21 45.91 -5.55 48.62 0.02
TE21 48.6097 49.52 1.87 48.74 0.26 48.16 -0.92 48.66 0.10
TE01 60.9835 61.44 0.75 61.10 0.19 60.84 -0.24 61.01 0.05
TE31 66.8640 65.11 -2.62 67.06 0.29 63.64 -4.82 66.89 0.04
TE31 66.8640 65.11 -2.62 67.06 0.30 63.64 -4.82 66.89 0.04
TE41 84.6315 77.19 -8.80 84.47 -0.19 77.09 -8.91 84.40 -0.27
TE41 84.6315 87.91 3.87 85.35 0.85 81.99 -3.12 84.82 0.22
TE12 84.8525 84.91 0.07 85.11 0.30 84.52 -0.39 84.91 0.07
TE12 84.8525 84.91 0.07 85.11 0.30 84.52 -0.39 84.91 0.07
TE51 102.1077 99.34 -2.71 102.42 0.30 94.36 -7.59 101.95 -0.16
TE51 102.1077 99.34 -2.71 102.42 0.31 94.36 -7.59 101.95 -0.16
TE22 106.7314 102.63 -3.84 107.02 0.27 103.74 -2.81 106.34 -0.36
TE22 106.7314 105.90 -0.78 107.13 0.37 106.57 -0.15 107.19 0.43
TE02 111.6565 111.92 0.24 112.14 0.43 111.22 -0.39 111.76 0.10



162 Fast finite difference numerical techniques ...

7.3 Eigenfunction expansion techniques

In this section, we present the numerical results of the tests carried out to verify the
eigenfunction expansion techniques developed in chapter 6. We test the accuracy of the
EE algorithms by analyzing the error functions defined in sec. 7.3.1. In sec. 7.3.2, we
present the results for an image line analyzed by EE formulas based on the expansion
functions calculated using the finite difference method.

7.3.1 Error functions

In the following equations, subscripts ee denote quantities calculated using EE methods,
and subscripts ref denote reference quantities calculated using standard methods. We test
the accuracy of the new EE algorithms by analyzing the following error functions related
to the dispersion characteristics:

• the relative error of propagation constant:

errβ =
βzee − βzref

βzref

· 100% (7.3.1)

• the relative error of frequency:

errf =
fee − fref

fref
· 100% (7.3.2)

We also need to define the error functions related to the field distribution. Since the
eigenvectors are accurate up to the multiplicative constant we use the following definition:

• the relative transverse electric energy of error:

errE =

∫∫

S(αe
~Etee − ~Etref) · (αe

~Dtee − ~Dtref)
∗ds

∫∫

S
~Etref · ~D∗

trefds
(7.3.3)

• the relative transverse magnetic energy of error:

errM =

∫∫

S(αm
~Htee − ~Htref) · (αm

~Btee − ~Btref)
∗ds

∫∫

S
~Htref · ~B∗

trefds
(7.3.4)

where αe, αm are parameters, which minimize the errors. In app. C we calculate αe (αm)
and derive the final form of functions errE and errM :

errE = 1− | ∫∫S ~Etee · ~D∗
trefds|2

∫∫

S
~Etee · ~D∗

teeds ·
∫∫

S
~Etref · ~D∗

trefds
(7.3.5)

errM = 1− | ∫∫S ~Htee · ~B∗
trefds|2

∫∫

S
~Htee · ~B∗

teeds ·
∫∫

S
~Htref · ~B∗

trefds
(7.3.6)

Further on, we express both errors in dB:

errEdB = 10 log(errE) (7.3.7)

errMdB = 10 log(errM) (7.3.8)
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Figure 7.3.1: Test model of an image guide. All dimensions are in [mm], ε1 = 9ε0,
µ1 = µ0.

7.3.2 Numerical analysis of an image line

In order to test the new EE algorithms, we implemented these techniques in the form of a
computer program and applied it to the image line shown in fig. 7.3.1. The basis for the
EE method and the references were calculated using the finite-difference frequency-domain
method with a square 40 × 20 grid. The metal walls of the structure coincide with the
tangential electric field, and hence they do not introduce additional error into the results.
The dispersion characteristics in the standard and inverse forms are shown in fig. 7.3.2.
The standard characteristics give the propagation constants as functions of frequency and

βz = f(f) f = f(βz)
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Figure 7.3.2: Standard βz = f(f) and inverse f = f(βz) dispersion characteristics of the
tested image line.

are results of solving of eigenproblems arising from the discrete form of formulations from
tab. 3.5.9 with parameter ω2 and eigenvalues β2

z . The inverse characteristics are frequen-
cies versus propagation constants and correspond to the formulations with parameter β2

z

and eigenvalues ω2. One may observe complex modes which are denoted with the dashed
line and appear in the frequency ranges 2.5 . . . 7.5GHz and 12 . . . 15GHz. One should also
note the difference in the complex modes at the standard and the inverse characteristics.
The standard characteristics are plotted for real frequencies, and the inverse characteris-
tics are defined for strictly real or strictly imaginary propagation constant (i.e. for real β2

z ).
The imaginary part of the propagation constant denotes attenuation in the longitudinal
direction and the imaginary part of the frequency denotes attenuation in time.
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At first, we present the results of the tests corresponding to the EE algorithms tak-
ing advantage of the orthogonality between the fields. Let us start from the algorithm
defined by eqs. (6.3.13) and (6.3.14). This algorithm requires as a basis a set of modes
corresponding to a fixed propagation constant βz0. We chose a set of 20 lowest order
cutoff modes (βz0 = 0). The algorithm provides the dispersion characteristics in the form
βz(f). Relating these characteristics to the reference data, we get relative errors errβ

in the propagation constants as functions of the frequency. Fig. 7.3.3 presents the real

<(errβ)[%] =(errβ)[%]
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Figure 7.3.3: Real and imaginary parts of relative error errβ[%] in the propagation constant
versus frequency [GHz] for the EE algorithm with βz0 = 0 and 20 modes used in the field
expansion.
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Figure 7.3.4: Real and imaginary parts of relative error errf [%] in the frequency versus
propagation constant [rad/m] for the EE algorithm with βz0 = 0 and 20 modes used in the
field expansion.

and the imaginary parts of this error in percents. The errors become zero at all points
which form the basis of EE algorithm. For instance, error for the first mode becomes
zero near 7.5GHz, which is its cutoff frequency. Imaginary part of the relative errors
has nonzero value only for the parts of the characteristics corresponding to the complex
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modes. Three out of eight calculated modes have the relative error lower than 1.5% in
the whole investigated frequency range.

Fig. 7.3.4 presents analogous results for the algorithm with the same basis but derived
from eqs. (6.3.15), (6.3.16). This algorithm gives the dispersion characteristics in the form
f(βz). The figure shows the real and the imaginary parts of the relative error in frequency
as a function of propagation constant. One may note that the error is zero for βz = 0, i.e.
at the basis, and grows up when the propagation constant goes away from zero. One may
also observe peaks of the real and imaginary parts of error at the points corresponding
to zero frequency. These peaks are associated with the relative nature of the error (the
reference values are zero at these points) and they always appear when zero values of the
functions are shifted with respect to the reference. They exist even if the shift is very
small. Analogous peaks may be seen on the plots presented further on. We may read
from the figure, that the maximum error for all calculated modes in the range of interest
is about 4%.

errE[dB] errM [dB]
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Figure 7.3.5: Energy errors in the electric (errE) and magnetic (errM [dB]) fields [dB]
versus frequency [GHz] and propagation constant [rad/m] for the EE algorithm with βz0 =
0 and 20 modes used in the field expansion.

In fig. 7.3.5 we present energy errors for electric and magnetic fields for both algorithms
presented above. The errors tend to zero at the points forming the basis. We can note
that the error levels become smaller than -20dB in the regions where relative error of
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eigenvalues is less than 1.5% (compare with figs. 7.3.3 and 7.3.4).
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Figure 7.3.6: Real and imaginary parts of relative error errf [%] in the frequency versus
propagation constant [rad/m] for the EE algorithm with f0 = 10GHz and 20 modes used
in the field expansion.
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Figure 7.3.7: Real and imaginary parts of relative error errβ[%] in the propagation constant
versus frequency [GHz] for the EE algorithm with f0 = 10GHz and 20 modes used in the
field expansion.

In the same manner, we present the results for the EE algorithms arising from
eqs. (6.3.24) and (6.3.25). In this case, the basis must be formed out from the modes
corresponding to a fixed frequency f0. In our test, we chose frequency f0 = 10GHz and 21
lowest order modes. The results in the form of the relative error in the frequency versus
the propagation constant are shown in fig. 7.3.6. Comparing this figure with fig. 7.3.4,
we see, that levels of errors in our test are in general much greater compared to the
results presented earlier except for the regions where propagation constants correspond
to frequency f0 = 10GHz and minimal errors are observed.

The algorithm with the same basis but defined by eigenproblems (6.3.26) and (6.3.27)
produces plots of errors in the propagation constants versus the frequency as shown in



Chapter 7 Numerical results 167

fig. 7.3.7. As before, we may compare these results to the plots presented earlier in
fig. 7.3.3. Comparing fig. 7.3.7 with fig. 7.3.3, we see, that now the levels of errors are
much greater than in the previous case for frequencies above 15GHz. Naturally, minimum
errors are observed for f = 10GHz. For frequencies below f = 10GHz errors are slightly
lower than in the previous algorithm.

In general, the basis for EE algorithm may be formed from fields calculated for an
arbitrary set of points from the dispersion characteristics. In this case, we do not take
advantage of the orthogonality relations between the fields. The algorithm is defined
by eqs. (6.3.9) and (6.3.12). Further on, we test the behavior of the fundamental mode
calculated using the EE technique. The basis is constructed from fields of the lowest
order mode calculated by means of the finite-difference frequency-domain method for a
few (f, βz) points. In our test, we chose two point basis consisting of modes computed at
f = 0 and βz = 0. The results are shown in fig. 7.3.8. We can see that even though only
two points in the field expansion give dispersion characteristic error lower than 1.5% in
the range of interest. Energy error is lower than -20dB for frequencies below 10GHz.
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Figure 7.3.8: Dispersion characteristics for the lowest order mode (a), the relative errors
[%] (b) and energy error errE[dB] in the electric field (solid line) and errM [dB] in the
magnetic field (dashed line) (c) for EE algorithms with basis consisting of 2 eigenfunctions
calculated at points denoted by asterisk [∗].



Chapter 8

Conclusions

In this thesis, we presented a new approach to the finite-difference schemes and developed
a series of new techniques speeding up the calculations and achieving higher accuracy of
computations without increasing the numerical cost. The work may be summarized as
follows:

• The finite-difference schemes in the domains of time and frequency are equivalent
if the analyzed structure is lossless. It was shown, that the solution of one of these
methods may be simply calculated from the other.

• The numerical dispersion error, which is strictly associated with the finite-difference
schemes, may be reduced via centering which is equivalent to multiplication of the
calculated frequency or propagation constant by a simple correction factor. This
increases the accuracy of the computations without increasing the numerical cost.
The correction factor depends on a number of variables and was derived for different
finite-difference algorithms.

• Electromagnetic problems may be expressed in terms of a few basic operators.
Discretization of these operators instead of the whole equations gives a common
approach for every formulation. Discretized basic operators form basic matrices.
They have a very simple form in the homogeneous parts of the domain. Using the
concept of the basic operators, we classified a series of 2D and 3D electromagnetic
problems. Written for a discrete space, they form matrix equations, which define
various finite-difference algorithms.

• Modeling of metal walls, boundaries between dielectrics or conductive wedges may
be performed via simple modification of the basic matrices corresponding to media
properties. It was shown, that while sometimes local anisotropy is produced, the
algorithms do not change the spectral radius of the global operator and the stabil-
ity condition of the explicit-update schemes. Results of the numerical tests showed,
that the new algorithms significantly improve the accuracy of the finite-difference
methods.

• Significant reduction of the computation time may be achieved for some struc-
tures (eg. structures containing sections of waveguides), when some parts of the
domain are analyzed using the method of moments. The field in these subdomains
is expanded into a series of functions. These functions are a basis for the method of
moments which is combined with the finite-difference algorithm, used in the other
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subdomains, via a simple interface. Both methods form a new hybrid procedure,
which may speed up the calculations for a large class of structures.

• If a waveguide has to be analyzed for many frequencies or propagation constants, the
calculation time may be reduced by using the eigenfunction expansion technique.
In this method, the standard, time-consuming methods need to be used only once
to construct a basis of fields. This basis is then used by much faster method to get
results for the entire range of parameters.



Appendix A

Formulation of eigenproblems

As discussed in sec. 3.5.3, a whole range of 2D eigenproblems may be derived from
Maxwell’s equations. In this appendix, we present these derivations using the operator
formalism introduced in sec. 3.5. We also derive the transposed problems using properties
of the basic operators derived in sec. 3.5.1.

A.1 General operator investigations

Let us consider a general eigenproblem of the form:

Luk = λkBuk (A.1.1)

It may be converted to the standard eigenproblem by inverting operator B:

B−1Luk = λkuk (A.1.2)

The transposed eigenproblem have the following form:

(B−1L)Hvk∗ = λ∗kvk∗ (A.1.3)

which is equivalent to:
LHB−Hvk∗ = λ∗kvk∗ (A.1.4)

Additional subscript ∗ in eigenvectors vk∗ indicates, that the vector indices are associated
with conjugate spectrum of operator L. Eigenvectors vk∗ are defined as follows:

vk∗ = BHwk∗ (A.1.5)

where wk∗ is the eigenvector of the following general eigenproblem:

LHwk∗ = λ∗kB
Hwk∗ (A.1.6)

vk∗ is an eigenvector of the transposed eigenproblem (A.1.4) or so called a left eigenvector
of (A.1.1).

A.2 Formulations for general anisotropic waveguides

In this section, we develop eigenproblems for general 2D case. We base the derivation on
Maxwell’s equations written in the forms (3.5.29), (3.5.30) or (3.5.31), (3.5.32).
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A.2.1 6 field component ω and βz formulations

Combining (3.5.29) and (3.5.30) into one matrix equation, we get:











−jm∗βzZe −ZeGte jn∗ωMtt jn∗ωm∗Mtz

−DtmZe 0 jn∗ωmMzt jn∗ωMzz

jnωmEtt jnωEtz jmβzZm ZmGtm

jnωm∗Ezt jnωEzz DteZm 0





















met

ez

nht

mnhz











= 0 (A.2.1)

It is convenient to decompose the operator in eq. (A.2.1) into three parts:

L = L0 + (jn∗ω)Lω + (jm∗βz)Lβ (A.2.2)

where the partial operators are defined as follows:

L0 =











0 −ZeGte 0 0
−DtmZe 0 0 0

0 0 0 ZmGtm

0 0 DteZm 0











(A.2.3)

Lω =











0 0 Mtt m∗Mtz

0 0 mMzt Mzz

n2Ett n2mEtz 0 0
n2m∗Ezt n2Ezz 0 0











(A.2.4)

Lβ =











−Ze 0 0 0
0 0 0 0
0 0 m2Zm 0
0 0 0 0











(A.2.5)

Eq. (A.2.1) may be now written in the form:

[L0 + (jn∗ω)Lω + (jm∗βz)Lβ] u = 0 (A.2.6)

According to (A.2.1) vectors uk being the solutions of (A.2.6) for ω = ωk, βz = βzk have
the form:

uk =











metk

ezk

nhtk

mnhzk











(A.2.7)

Transposed eigenproblem The transposed equation is given by:

[

L0
H + (jn∗ω)∗Lω

H + (jm∗βz)∗Lβ
H
]

w∗ = 0 (A.2.8)

with the following form of the transposed partial operators:

L0
H =











0 −ZmGtm 0 0
−DteZm 0 0 0

0 0 0 ZeGte

0 0 DtmZe 0











(A.2.9)
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Lω
H =











0 0 n2Ett n2mEtz

0 0 n2m∗Ezt n2Ezz

Mtt m∗Mtz 0 0
mMzt Mzz 0 0











(A.2.10)

Lβ
H = m2











m2Zm 0 0 0
0 0 0 0
0 0 −Ze 0
0 0 0 0











(A.2.11)

Comparing (A.2.8) with (A.2.1) we find vector wk∗:

wk∗ =











n∗htk∗

mn∗hzk∗

metk∗

ezk∗











(A.2.12)

where fields htk∗, hzk∗, etk∗, ezk∗ correspond to ω = ω∗
k and βz = β∗

zk.

Left eigenvectors For βzk being the eigenvalue (ω = const), we get the expression for
vk∗:

vk∗ = −Lβ
Hwk∗ =











−Zmn
∗htk∗

0
Zem

∗etk∗

0











(A.2.13)

For ωk being the eigenvalue (βz = const) vk∗ has the form:

vk∗ = −Lω
Hwk∗ = −n2











mdtk∗

dzk∗

nbtk∗
mnbzk∗











(A.2.14)

A.2.2 4 field component ω formulation

From, respectively, (3.5.32) and (3.5.31), we get:

jnωmdt = −jmβzZmNttnbt − jmβzZmm
∗Ntzmnbz

− ZmGtmmNztnbt − ZmGtmNzzmnbz (A.2.15)

−jn∗ωnbt = −jm∗βzZeFttmdt − jm∗βzZemFtzdz

− ZeGtem
∗Fztmdt − ZeGteFzzdz (A.2.16)

From (3.5.5), (3.5.6), we calculate the longitudinal field components:

dz =
1

jmβz
Dtemdt (A.2.17)

mnbz =
1

jm∗βz

Dtmnbt (A.2.18)
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Substituting (A.2.17) and (A.2.18) into (A.2.15) and (A.2.16), we get:

(jn∗ω)mdt = −(jm∗βz)m2n2ZmNttnbt −m2n2Zmm
∗NtzDtmnbt

− n2ZmGtmmNztnbt −
1

jm∗βz
n2ZmGtmNzzDtmnbt (A.2.19)

(jn∗ω)nbt = (jm∗βz)ZeFttmdt +m2ZemFtzDtemdt

+ ZeGtem
∗Fztmdt +

1

jm∗βz

m2ZeGteFzzDtemdt (A.2.20)

Combination of both equations into one matrix-operator equation results in the following
eigenproblem:

[

0 Ldb1 + Ldb2 + Ldb3 + Ldb4

Lbd1 + Lbd2 + Lbd3 + Lbd4 0

] [

mdt

nbt

]

= jn∗ω

[

mdt

nbt

]

(A.2.21)
where the sub-operators are given by the equations:

Ldb1 = −m2n2Zmm
∗NtzDtm (A.2.22)

Ldb2 = −n2ZmGtmmNzt (A.2.23)

Ldb3 = − 1

jm∗βz

n2ZmGtmNzzDtm (A.2.24)

Ldb4 = −(jm∗βz)m
2n2ZmNtt (A.2.25)

Lbd1 = m2ZemFtzDte (A.2.26)

Lbd2 = ZeGtem
∗Fzt (A.2.27)

Lbd3 =
1

jm∗βz
m2ZeGteFzzDte (A.2.28)

Lbd4 = (jm∗βz)ZeFtt (A.2.29)

Transposed eigenproblem The eigenproblem transposed to (A.2.21) may be written
with the following operator:

LH =

[

0 LH
bd1

+ LH
bd2

+ LH
bd3

+ LH
bd4

LH
db1

+ LH
db2

+ LH
db3

+ LH
db4

0

]

(A.2.30)

with the sub-operators given by the equations:

LH
db1

= −m2n2GtmmNztZe = −m2ZeLdb2Ze (A.2.31)

LH
db2

= −n2m∗NtzDtmZe = −m2ZeLdb1Ze (A.2.32)

LH
db3

= − 1

jmβ∗
z

n2GtmNzzDtmZe = −m2ZeLdb3∗Ze (A.2.33)

LH
db4

= −(jmβ∗
z )m2n2NttZe = −m2ZeLdb4∗Ze (A.2.34)

LH
bd1

= m2Gtem
∗FztZm = −m2ZmLbd2Zm (A.2.35)

LH
bd2

= mFtzDteZm = −m2ZmLbd1Zm (A.2.36)

LH
bd3

=
1

jmβ∗
z

m2GteFzzDteZm = −m2ZmLbd3∗Zm (A.2.37)

LH
bd4

= (jm2β∗
z )FttZm = −m2ZmLbd4∗Zm (A.2.38)
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From comparison of eq. (A.2.30) with (A.2.21) it follows, that eigenvectors of the trans-
posed eigenproblem may be written in the form:

vk∗ =

[

Zmn
∗btk∗

−Zem
∗dtk∗

]

(A.2.39)

A.2.3 4 field component βz formulation

From (3.5.30) and (3.5.29), we get:

−(jm∗βz)Zemet − ZeGteez + (jn∗ω)Mttht + (jn∗ω)m∗Mtzmnhz = 0(A.2.40)

−DtmZemet + (jn∗ω)mMztnht + (jn∗ω)Mzzmnhz = 0(A.2.41)

−(jmβz)Zmht − ZmGtmmnhz − (jnω)Ettmet − (jnω)mEtzez = 0(A.2.42)

−DteZmnht − (jnω)m∗Eztnet − (jnω)Ezzez = 0(A.2.43)

From (A.2.41) and (A.2.43), we calculate the longitudinal field components:

mnhz =
1

jn∗ω
M−1

zz
DtmZemet −M−1

zz
mMztnht (A.2.44)

ez = − 1

jnω
E−1

zz
DteZmnht − E−1

zz
m∗Eztmet (A.2.45)

Inserting (A.2.44), (A.2.45) into (A.2.40), (A.2.42), we get:

0 = −(jm∗βz)Zemet +
1

jnω
ZeGteE

−1
zz

DteZmnht

+ ZeGteE
−1
zz
m∗Eztmet + (jn∗ω)Mttnht

+ m∗MtzM
−1
zz

DtmZemet − (jn∗ω)m∗MtzM
−1
zz
mMztnht (A.2.46)

0 = −(jmβz)Zmnht −
1

jn∗ω
ZmGtmM−1

zz
DtmZemet

+ ZmGtmM−1
zz
mMztnht − (jnω)Ettmet

+ mEtzE
−1
zz

DteZmnht + (jnω)mEtzE
−1
zz
m∗Eztmet (A.2.47)

Applying, respectively, operator −Zm and −m2Ze to both sides of these equations and
rearranging the terms, we get:

(jm∗βz)met =
1

jnω
GteE

−1
zz

DteZmnht − (jn∗ω)ZmMttnht

+ (jn∗ω)Zmm
∗MtzM

−1
zz
mMztnht + GteE

−1
zz
m∗Eztmet

− Zmm
∗MtzM

−1
zz

DtmZemet (A.2.48)

(jm∗βz)ht = − 1

jn∗ω
m2GtmM−1

zz
DtmZemet + (jnω)m2ZeEttmet

− (jnω)m2ZemEtzE
−1
zz
m∗Eztmet +m2GtmM−1

zz
mMztnht

− m2ZemEtzE
−1
zz

DteZmnht (A.2.49)

Combining (A.2.48) and (A.2.49) into one matrix-operator equation, we get the following
eigenproblem:

[

Lee1 + Lee2 Leh1 + Leh2 + Leh3

Lhe1 + Lhe2 + Lhe3 Lhh1 + Lhh2

] [

met

nht

]

= jm∗βz

[

met

nht

]

(A.2.50)
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with the following sub-operators:

Lee1 = GteE
−1
zz
m∗Ezt (A.2.51)

Lee2 = −Zmm
∗MtzM

−1
zz

DtmZe (A.2.52)

Leh1 =
1

jnω
GteE

−1
zz

DteZm (A.2.53)

Leh2 = −(jn∗ω)ZmMtt (A.2.54)

Leh3 = (jn∗ω)Zmm
∗MtzM

−1
zz
mMzt (A.2.55)

Lhe1 = − 1

jn∗ω
m2GtmM−1

zz
DtmZe (A.2.56)

Lhe2 = (jnω)m2ZeEtt (A.2.57)

Lhe3 = −(jnω)m2ZemEtzE
−1
zz
m∗Ezt (A.2.58)

Lhh1 = m2GtmM−1
zz
mMzt (A.2.59)

Lhh2 = −m2ZemEtzE
−1
zz

DteZm (A.2.60)

Transposed eigenproblem The operator in the eigenproblem transposed to (A.2.50)
takes up the form:

LH =

[

LH
ee1

+ LH
ee2

LH
he1

+ LH
he2

+ LH
he3

LH
eh1

+ LH
eh2

+ LH
eh3

LH
hh1

+ LH
hh2

]

(A.2.61)

with the sub-operators defined as follows:

LH
ee1

= −mEtzE
−1
zz

Dte = m2ZmLhh2Ze (A.2.62)

LH
ee2

= ZmGtmM−1
zz
mMztZe = m2ZmLhh1Ze (A.2.63)

LH
eh1

=
1

jn∗ω∗
ZeGteE

−1
zz

Dte = −n2ZeLeh1∗Ze (A.2.64)

LH
eh2

= −(jnω∗)MttZe = −n2ZeLeh2∗Ze (A.2.65)

LH
eh3

= (jnω∗)m∗MtzM
−1
zz
mMztZe = −n2ZeLeh3∗Zm (A.2.66)

LH
he1

= − 1

jnω∗
m2ZmGtmM−1

zz
Dtm = −n2ZmLhe1∗Zm (A.2.67)

LH
he2

= (jn∗ω∗)m2EttZm = −n2ZmLhe2∗Zm (A.2.68)

LH
he3

= −(jn∗ω∗)m2mEtzE
−1
zz
m∗EztZm = −n2ZmLhe3∗Zm (A.2.69)

LH
hh1

= −m2m∗MtzM
−1
zz

Dtm = m2ZeLee2Zm (A.2.70)

LH
hh2

= m2ZeGteE
−1
zz

EztZm = m2ZeLee1Zm (A.2.71)

Comparison of the transposed eigenproblem with the previous equations leads to the
following form of the eigenvectors:

vk∗ =

[

Zmn
∗htk∗

−Zem
∗etk∗

]

(A.2.72)
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A.2.4 3 field component ω2 formulation

Elimination of magnetic or electric fields from Maxwell’s equations leads to the following
eigenproblems1:

FRmNRe

[

met

ez

]

= ω2

[

met

ez

]

(A.2.73)

NReFRm

[

ht

mhz

]

= ω2

[

ht

mhz

]

(A.2.74)

RmNReF

[

mdt

dz

]

= ω2

[

mdt

dz

]

(A.2.75)

ReFRmN

[

bt
mbz

]

= ω2

[

bt
mbz

]

(A.2.76)

where operators Rm, Re, F, N are defined as follows:

Rm =

[

−jmβzZm −ZmGtm

−DteZm 0

]

(A.2.77)

Re =

[

−jm∗βzZe −ZeGte

−DtmZe 0

]

(A.2.78)

F =

[

Ftt Ftz

Fzt Fzz

]

(A.2.79)

N =

[

Ntt Ntz

Nzt Nzz

]

(A.2.80)

Note, that eigenproblem (A.2.73) is transposed to (A.2.75) and (A.2.74) is transposed to
(A.2.76).

A.2.5 2 field component ω2 formulation

We may eliminate the transverse magnetic or electric field components from (A.2.21) and
get the following two field component formulations:

−n2Ldb − n2Lbddt = ω2dt (A.2.81)

LbdLdbbt = ω2bt (A.2.82)

where Ldb, Lbd are defined as follows:

Ldb = Ldb1 + Ldb2 + Ldb3 + Ldb4 (A.2.83)

Lbd = Lbd1 + Lbd2 + Lbd3 + Lbd4 (A.2.84)

A.3 Formulations for bidirectional waveguides

In this section, we assume that the structure is strictly bidirectional, i.e. operators Etz,
Ezt, and Mtz, Mzt vanish. This implies that Ftz, Fzt, and Ntz, Nzt also vanish and
Ftt = E−1

tt , Fzz = E−1
zz

, Ntt = M−1
tt , Nzz = M−1

zz
.

1Compare with 3D 3 component formulations in sec. 3.4.2.
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A.3.1 Duality relations

In bidirectional waveguides, Maxwell’s equations (3.5.29) and (3.5.30) take up the follow-
ing form:

[

−jmβzZm −ZmGtm

−DteZm 0

] [

nht

mnhz

]

= jnω

[

Ett 0
0 Ezz

] [

met

ez

]

(A.3.1)

[

−jm∗βzZe −ZeGte

−DtmZe 0

] [

met

ez

]

= −jn∗ω

[

Mtt 0
0 Mzz

] [

nht

mnhz

]

(A.3.2)

It is easy to verify, that these equations may be written in the following form:
[

−jnωZm −ZmGtm

−DteZm 0

] [

−Zemdt

mnhz

]

= jmβz

[

−ZmM−1
tt Ze 0

0 −Ezz

] [

Zmnbt
ez

]

(A.3.3)

[

−jn∗ωZe −ZeGte

−DtmZe 0

] [

Zmnbt
ez

]

= −jm∗βz

[

ZeE
−1
tt Zm 0
0 −Mzz

] [

−Zemdt

mnhz

]

(A.3.4)

It is clearly seen, that two pairs of equations presented above are dual to each other
with the duality relations of the physical quantities pointed out in tab. A.3.1. This
means, that every formulation for bidirectional waveguides with respect to ω has its dual
counterpart formulated with respect to βz. The appropriate equations may be derived
based on tab. A.3.1. Analogous duality relations may be written for general anisotropic
waveguides. However, this case requires taking bianisotropy into account.

Table A.3.1: Duality relations between physical quantities in bidirectional waveguides.

ω ←→ βz

βz ←→ ω
et ←→ Zmbt
ez ←→ ez

ht ←→ −Zedt

hz ←→ hz

dt ←→ Zmht

dz ←→ −dz

bt ←→ −Zeet

bz ←→ −bz
Ett ←→ −ZmM−1

tt Ze

Ezz ←→ −Ezz

Mtt ←→ −ZeE
−1
tt Zm

Mzz ←→ −Mzz

m ←→ n
n ←→ m

A.3.2 4 field component ωβz and ω2 formulations

Eigenproblem (A.2.50) in the case of bidirectional structures may be written in the fol-
lowing way:

(ω2Lω2 + L0)

[

met

nht

]

= m∗n∗ωβz

[

met

nht

]

(A.3.5)
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where operators Lω2, L0 are defined as follows:

Lω2 =

[

0 −n2ZmMtt

m2ZeEtt 0

]

(A.3.6)

L0 =

[

0 −n2GteE
−1
zz

DteZm

m2GtmM−1
zz

DtmZe 0

]

(A.3.7)

If ω2 is treated as a parameter and (m∗n∗ωβz) is an eigenvalue, left eigenvectors vk∗ = wk∗

are the same as in the case of (A.2.61), i.e. are given by eq. (A.2.72). If (m∗n∗ωβz) is a
parameter (ω2 is an eigenvalue), the left eigenvectors are given by the following equation:

vk∗ = −LH
ω2wk∗ =

[

mdt

nbt

]

(A.3.8)

A.3.3 4 field component ωβz and β2
z formulations

From the discussion performed in sec. A.3.1 it follows, that eq. (A.3.5) has its dual coun-
terpart. We may write it in the following form:

(β2
zLβ2 + L0)

[

mdt

nbt

]

= m∗n∗ωβz

[

mdt

nbt

]

(A.3.9)

with operators Lβ2, L0 defined in the following way:

Lβ2 =

[

0 −n2ZmM−1
tt

m2ZeE
−1
tt 0

]

(A.3.10)

L0 =

[

0 n2ZmGtmM−1
zz

Dtm

−m2ZeGteE
−1
zz

Dte 0

]

(A.3.11)

If β2
z is a parameter and (m∗n∗ωβz) is an eigenvalue, left eigenvectors vk∗ = wk∗ are given

by eq. (A.2.39). If (m∗n∗ωβz) is a parameter (ω2 is an eigenvalue), the left eigenvectors
have the form:

vk∗ = −LH
β2wk∗ =

[

met

nht

]

(A.3.12)

A.3.4 2 field component ω2 formulation

Extracting the term ω2dt from wave equation (3.5.4), we get:

ω2dt = −βzZmM−1
tt

ZeE
−1
tt
dt + ZmGtmM−1

zz
DtmZeE

−1
tt
dt

+ jβzZmM−1
tt

ZeGteE
−1
zz
dz (A.3.13)

Substituting (3.5.5) into (A.3.13), we obtain an eigenproblem with ω2
k and dtk being

eigenpairs for a fixed value of βz:

ω2dt = −β2
zZmM−1

tt
ZeE

−1
tt
dt + ZmGtmM−1

zz
DtmZeE

−1
tt
dt

+ ZmM−1
tt

ZeGteE
−1
zz

Dtedt (A.3.14)

An analogous approach may be applied to the magnetic flux density, giving the following
equation:

ω2bt = −β2
zZeE

−1
tt

ZmM−1
tt
bt + ZeGteE

−1
zz

DteZmM−1
tt
bt

+ ZeE
−1
tt

ZmGtmM−1
zz

Dtmbt (A.3.15)
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A.3.5 2 field component β2
z formulation

Eqs. (A.3.13), (A.3.14) have two dual counterparts:

β2
zet = −ω2ZmMttZeEttet − ZmMttGtmM−1

zz
DtmZeet

+ GteE
−1
zz

DteEttet (A.3.16)

β2
zht = −ω2ZeEttZmMttht − ZeEttGteE

−1
zz

DteZmht

+ GtmM−1
zz

DtmMttht (A.3.17)

A.3.6 Scalar formulations

In two cases the analysis may be reduced to solving scalar eigenproblems. This may be
done at cutoff and in the static case. The analysis is then split into modes E and H.

E modes at cutoff From (3.5.1), we get:

−DteZmht = jωEzzez (A.3.18)

From (3.5.2), for βz = 0:
−ZeGteez = −jωMttht (A.3.19)

This gives:

ht =
1

jω
M−1

tt
ZeGteez (A.3.20)

We put (A.3.20) into (A.3.18) and multiply both sides of this equation by −jωE−1
zz

. This
gives the following eigenproblem:

E−1
zz

DteZmM−1
tt

ZeGteez = ω2ez (A.3.21)

The transposed eigenproblem has the form:

DteZmM−1
tt

ZeGteE
−1
zz
dz = ω2dz (A.3.22)

H modes at cutoff In a similar manner we may get the eigenproblem with scalar
eigenfunctions hz:

M−1
zz

DtmZeE
−1
tt

ZmGtmhz = ω2hz (A.3.23)

and its transpose with the eigenfunctions bz:

DtmZeE
−1
tt

ZmGtmM−1
zz
bz = ω2bz (A.3.24)

E static modes From the duality relations given in sec. A.3.1, we get the eigenproblem
dual to (A.3.21):

E−1
zz

DteEttGteez = β2
zez (A.3.25)

The transposed eigenproblem with eigenfunctions dz may be written as follows:

DteEttGteE
−1
zz
dz = β2

zdz (A.3.26)

H static modes The same procedure produces the eigenproblem with scalar eigenfunc-
tions hz:

M−1
zz

DtmMttGtmhz = β2
zhz (A.3.27)

and its transpose with the eigenfunctions Bz:

DtmMttGtmM−1
zz
bz = β2

zbz (A.3.28)



Appendix B

Orthogonality relations

One of the most fundamental properties of modes are the orthogonality relations. This
appendix contains derivations of these relations for the problems derived in app. A.

B.1 General operator investigations

It is easy to verify, that vectors defined in sec. A.1 satisfy the following orthogonality
relations:

0 = < Luk, wl∗ > − < uk,L
Hwl∗ >

= < λkBuk, wl∗ > − < uk, λ
∗
l B

Hwl∗ >

= (λk − λl) < uk,B
Hwl∗ >

= (λk − λl) < uk, vl∗ > (B.1.1)

This means, that if λk 6= λl, vectors uk and vl∗ are orthogonal:

< uk, vl∗ >= 0 (B.1.2)

In many cases in electromagnetics, the eigenproblems may be written in the following
form:

Luk = γkAuk + λkBuk (B.1.3)

where γ and λ are independent parameters. A set of solutions (γ, λ) gives the dispersion
characteristics. Let us now consider the transpose eigenproblem:

LHwl∗ = γ∗l A
Hwl∗ + λ∗l B

Hwl∗ (B.1.4)

Applying the inner product 〈., wl∗〉 to both sides of eq. (B.1.3) and the inner product
〈uk, .〉 to eq. (B.1.4), we get:

〈Luk, wl∗〉 = 〈γkAuk, wl∗〉+ 〈λkBuk, wl∗〉 (B.1.5)

〈

uk,L
Hwl∗

〉

=
〈

uk, γ
∗
l A

Hwl∗

〉

+
〈

uk, λ
∗
l B

Hwl∗

〉

(B.1.6)

Subtracting (B.1.6) from (B.1.5) we get more general orthogonality relations:

(γk − γl) 〈Auk, wl∗〉+ (λk − λl) 〈Buk, wl∗〉 = 0 (B.1.7)
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B.2 Electromagnetic field in lossless waveguides

Based on the general investigations from the previous section and different formulations
of electromagnetic eigenproblems derived in app. A, we may now present different orthog-
onality relations for 2D problems. Note, that the relations are independent on the choice
of parameters m, n.

Modes in general anisotropic waveguides General relations (from eigenproblem in
app. A.2.1):

0 = (βzk − βzl) (〈etk,Zmhtl∗〉 − 〈htk,Zeetl∗〉)
+ (ωk − ωl) (〈ek, dl∗〉+ 〈hk, bl∗〉) (B.2.1)

for βz = const (eigenproblems in apps. A.2.1, A.2.2, A.2.5):

(ωk − ωl) (〈ek, dl∗〉+ 〈hk, bl∗〉) = 0 (B.2.2)

(ωk − ωl) (〈dtk,Zmbtl∗〉 − 〈btk,Zedtl∗〉) = 0 (B.2.3)

(ω2
k − ω2

l ) 〈dtk,Zmbtl∗〉 = 0 (B.2.4)

for ω = const (see app. A.2.1):

(βzk − βzl) (〈etk,Zmhtl∗〉 − 〈htk,Zeetl∗〉) = 0 (B.2.5)

Modes in bidirectional waveguides General relations (apps. A.3.2, A.3.3, A.3.4):

0 = (βzkωk − βzlωl) (〈etk,Zmhtl∗〉 − 〈htk,Zeetl∗〉)
+ (ω2

k − ω2
l ) (〈etk, dtl∗〉+ 〈htk, btl∗〉) (B.2.6)

0 = (βzkωk − βzlωl) (〈dtk,Zmbtl∗〉 − 〈btk,Zedtl∗〉)
+ (β2

zk − β2
zl) (〈dtk, etl∗〉+ 〈btk, htl∗〉) (B.2.7)

0 = (β2
zk − β2

zl) 〈etk,Zmhtl∗〉
− (ω2

k − ω2
l ) 〈dtk,Zmbtl∗〉 (B.2.8)

for β2
z = const (apps. A.3.2, A.3.4):

(βzkωk − βzlωl) (〈dtk,Zmbtl∗〉 − 〈btk,Zedtl∗〉) = 0 (B.2.9)

(ω2
k − ω2

l ) 〈dtk,Zmbtl∗〉 = 0 (B.2.10)

for ω2 = const (apps. A.3.3, A.3.5):

(βzkωk − βzlωl) (〈etk,Zmhtl∗〉 − 〈htk,Zeetl∗〉) = 0 (B.2.11)

(β2
zk − β2

zl) 〈etk,Zmhtl∗〉 = 0 (B.2.12)

for βzω = const (apps. A.3.2, A.3.3):

(ω2
k − ω2

l ) (〈dtk, etl∗〉+ 〈btk, htl∗〉) = 0 (B.2.13)

(β2
zk − β2

zl) (〈etk, dtl∗〉+ 〈htk, btl∗〉) = 0 (B.2.14)
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Cutoff modes in bidirectional waveguides (from app. A.3.6 and eq. (B.2.2))

(ω2
k − ω2

l ) 〈ezk, dzl∗〉 = 0 (B.2.15)

(ω2
k − ω2

l ) 〈etk, dtl∗〉 = 0 (B.2.16)

(ω2
k − ω2

l ) 〈hzk, bzl∗〉 = 0 (B.2.17)

(ω2
k − ω2

l ) 〈htk, btl∗〉 = 0 (B.2.18)

Static modes in bidirectional waveguides (app. A.3.6, eq. (B.2.2))

(β2
zk − β2

zl) 〈ezk, dzl∗〉 = 0 (B.2.19)

(β2
zk − β2

zl) 〈etk, dtl∗〉 = 0 (B.2.20)

(β2
zk − β2

zl) 〈hzk, bzl∗〉 = 0 (B.2.21)

(β2
zk − β2

zl) 〈htk, btl∗〉 = 0 (B.2.22)

B.3 Electromagnetic field in lossless 3D resonators

In the same manner, we derive the orthogonality relations in the case of 3D problems.

(ωk − ωl) (〈ek, dl∗〉+ 〈hk, bl∗〉) = 0 (B.3.1)

(ω2
k − ω2

l ) 〈ek, dl∗〉 = 0 (B.3.2)

(ω2
k − ω2

l ) 〈hk, bl∗〉 = 0 (B.3.3)
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Appendix C

Field error functions

We derive the error functions related to the field distribution defined by equations (7.3.3)
and (7.3.4) repeated below for completeness.

• the relative transverse electric energy of error:

errE =

∫∫

S(αe
~Etee − ~Etref) · (αe

~Dtee − ~Dtref)
∗ds

∫∫

S
~Etref · ~D∗

trefds
(C.0.1)

• the relative transverse magnetic energy of error:

errM =

∫∫

S(αm
~Htee − ~Htref) · (αm

~Btee − ~Btref)
∗ds

∫∫

S
~Htref · ~B∗

trefds
(C.0.2)

αe, αm are parameters, which minimize the errors. Further, we assume, that the materials
are lossless, which implies, that errE and errM are real. In order to find αe, we need to
find zero of the derivative of errE with respect to αe. We decompose the terms in (C.0.1)
into:

errE = |αe|2
∫∫

S
~Etee · ~D∗

teeds
∫∫

S
~Etref · ~D∗

trefds
− αe

∫∫

S
~Etee · ~D∗

trefds
∫∫

S
~Etref · ~D∗

trefds
− α∗

e

∫∫

S
~Etref · ~D∗

teeds
∫∫

S
~Etref · ~D∗

trefds
+ 1 (C.0.3)

By decomposing αe into real (αer) and imaginary (αei) parts (i.e., αe = αer + jαei), we
get:

errE = (α2
er+α2

ei)

∫∫

S
~Etee · ~D∗

teeds
∫∫

S
~Etref · ~D∗

trefds
−2αer

<(
∫∫

S
~Etee · ~D∗

trefds)
∫∫

S
~Etref · ~D∗

trefds
+2αei

=(
∫∫

S
~Etee · ~D∗

trefds)
∫∫

S
~Etref · ~D∗

trefds
+1

(C.0.4)
Taking the derivatives of eq. (C.0.4) with respect to αer and αei, we get:

∂

∂αer
errE = 2αer

∫∫

S
~Etee · ~D∗

teeds
∫∫

S
~Etref · ~D∗

trefds
− 2
<(
∫∫

S
~Etee · ~D∗

trefds)
∫∫

S
~Etref · ~D∗

trefds
(C.0.5)

∂

∂αei
errE = 2αei

∫∫

S
~Etee · ~D∗

teeds
∫∫

S
~Etref · ~D∗

trefds
+ 2
=(
∫∫

S
~Etee · ~D∗

trefds)
∫∫

S
~Etref · ~D∗

trefds
(C.0.6)

Equating (C.0.5), (C.0.6) to zero, we calculate αer, αei:

αer =
<(
∫∫

S
~Etee · ~D∗

trefds)
∫∫

S
~Etee · ~D∗

teeds
(C.0.7)

αei = −=(
∫∫

S
~Etee · ~D∗

trefds)
∫∫

S
~Etee · ~D∗

teeds
(C.0.8)
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Finally, by putting (C.0.7) (C.0.8) into (C.0.4), function errE takes up the form:

errE = 1− | ∫∫S ~Etee · ~D∗
trefds|2

∫∫

S
~Etee · ~D∗

teeds ·
∫∫

S
~Etref · ~D∗

trefds
(C.0.9)

An analogous approach for function errM leads to the following equation:

errM = 1− | ∫∫S ~Htee · ~B∗
trefds|2

∫∫

S
~Htee · ~B∗

teeds ·
∫∫

S
~Htref · ~B∗

trefds
(C.0.10)
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– to Patryk Dȩbicki, Piotr Jȩdrzejewski and Jacek Mielewski, for the time spent together
and for all interesting discussions.

Last but not least, words of my appreciation and gratitude to my family, in particular
to my wife, my parents, my grandmother and my sister, for their constant support, help
and patience during my work on this thesis.

Copyright note
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