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Symbol conventions and abbreviations

Symbol conventions

A - matrix

A(Y) - matrix valuated function

I - unit matrix

()"t - matrix inverse

()7 - matrix/vector transposition
()H - matrix/vector hermite transposition
o() - singular values of matrix

a - vector

a - scalar

[ - imaginary unit

Reg-) - realpart

Im(-) - imaginary part

- - reference data

(Imax - maximum value

(‘)mean - mMmean value

General symbols

f - frequency

() - angular frequency

S - complex frequency

A,B,C,D - state-space representation matrices

Y,Z - admittance, impedance matrix

S - scattering matrix

A - real absolute error

Erms - root mean square error

Erse - relative square error

Emse - mean square error

€ - absolute error between two approximations
13 - acceptable distortion of frequency domain response



Selected abbreviations

ADS
ANN
BCF
CAD
FD
LTI
MCM—-D
MoM
MOR
PE
QP
RBF
Sl
SoC
SoP
TD
TLS
VF

Advanced Design Studio
Artificial Neural Networks
Branched-Continued Fraction
Computer-Aided Design
Frequency domain

Linear time-invariant

Multi Chip Module - Deposited
Method of Moments

Model Order Reduction
Passivity enforcement
Quadratic programming
Radial Basis Functions
Signal integrity
System-On-Chip
System-On-Package

Time domain

Total Least Squares

Vector fitting
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Chapter 1

Introduction

1.1 Background and motivation

Since the first application of electromagnetic waves forelgss communication demon-
strated by Guglielmo Marconi in 1896, an enormous progresgpplication of radio fre-
guency, micro- and milimeter-waves has been observed [1VBrconi’s experiment of
Moorse code transmission over the distance of two miles KBaZneters) started a revo-
lution in the electronics and telecommunications that geanlives of billions of people.
Marconi’s first radio operated at the frequency of about MA@, which is in microwave
range, but later scientists concentrated on developmdangfdistance devices that worked
at low frequencies. A next milestone of microwave radio dgvement was the invention
of diode vacuum tube by J. Ambrose Fleming in 1904 and tricateivm tube by Lee De-
Forest in 1907. Those devices allowed one to constructvexseand sources of microwave
signals and started a revolution in commercial applicatioh microwaves. Today, over
100 years since those first attempts, the revolution of fighuency personal communica-
tions evolves. New wireless technologies, like Wi-Fi, Bagth or third-generation cellular
phones (UMTS) became wide-spread and popular. Recentlgigital computing applica-
tions also enter the gigahertz range. A success of thosadkxdies and rapid increase of
customers’ demands and system requirements make the roamefa to search for a new
solutions in wireless technology. The progress is obsepedialin active devices (high speed
InP HBT and GaN HEMT transistors) and passive component$ (higlity passives for
integrated applications, interconnects and packagesgflfgrthe most important trends in
the development of high-frequency systems can be pointéallaws:

¢ Increase in the operational frequency for high speed datesfier applications. High
frequency devices allow one to transmit data at high raté&ls and above) and
miniaturize the device dimensions. As shown in [96] a rapiowgh of market of
microwave and millimeter wave integrated circuits (MMIChttoperate in 20GHz-
100GHz frequency is expected. High variation of attenunatibradio signals in this
frequency band makes it attractive for use it in both nearfandommunication sys-
tems. Systems operating above 70GHz should provide a dataabout 10Gb/s.

¢ Integration of digital and analog, passive and active pafrtsrcuits into a single chip
(SoC) [34, 86]. The integration includes analog parts, liketRRscivers, and digital
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8 Surrogate models and automated CAD of microwave components

parts, such as memory blocks and logic circuits. For exangklicon-germanium
SiGe BiCMOS technology that allows one to integrate both apata digital circuits
Into a single chip was developed [62]. A current progress wifiaturization allows
a designer to integrate a full wireless Bluetooth transeeii® a single CMOS chip
[103] (figure 1.1).

e Development of multi-chip-module (MCM) devices technoldgy system on pack-
age (SoP) applications. SoP provides a complete packagggosolor RF module with
integration of various elements, including antennasy§iltealuns and RF transceivers
into a single package [119, 120]. MCM philosophy is based oeetldimensional,
multilayered, high density architectures, where seveidgpendent elements are con-
nected together by interconnect network.

e Increasing demands on interconnect networks used in hegiuéncy devices [87,
105]. The interconnects distribute the analog or high datdigital signals over the
system (chip-to-chip and module-to-module connectiofi$)e application of three-
dimensional (3D) circuit architecture in modern designshserved. The quality of
the interconnect network limits the overall speed of thaakev

¢ Increasing applications of multilayered low temperatwrdiced ceramic (LTCC) com-
ponents for applications in SoP [77]. LTCC allows one to niumize passive elements
(resonators, filters, couplers) with high reliability and/tcost. The problem of shrink-
ing of ceramics during firing can be controlled with imprayiaccuracy. Additionally
the producers started to work on zero-shrink processes,

e Development of ultra-wideband (UWB) communication devides bperate in 3,6-
10,1GHz frequency range. UWB transceivers operate on theerlmor along with
other RF systems [131],

¢ Increasing market of automotive anti-collision radarsrapieg at 76-77GHz. This
enforces an evolution of low cost high-frequency integtatelutions,

e Several attempts have been made to define the standards giemexation of cellular
networks (4G). The initial requirements are extremely higkure devices should in-
tegrate several interfaces, e.g. Bluetooth, Wi-Fi, GPS afidlar phone into a single
chip [53].

1.1.1 Design strategies for high frequency circuits

The increase in the operational frequency along with a grguvitegration of high frequency
devices makes a system design an enormous challenge foreeng)i Currently, one of the
hot topics is the development of fast and versatile modgkind simulation tools for high-
complexity and/or highly-integrated devices. Three maatdires required from modern
CAD software tools are the abilities to:

¢ handle distributed components (like interconnects),
e analyze mixed analog-digital devices,

e perform a signal-integrity (SlI) analysis of a design,
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Figure 1.1 Die photo of a fully integrated miniature CMOS Bluetoothfl03]

Additionally, tightening time-to-market constraints erde the adaptation of new design
methodologies. In general, the system design design israrbiec process, with the major
steps as follow:

e System concept

System specification

Architectural design

Pre-layout design

Post-layout design
e System assembly

The first stage is a general concept of the system, which thedsasic information about the
functions of the final product and estimated cost. Based anifiormation the engineers
can prepare general specifications of the system, that @scndt only electric parameters
(such as power supply, BER, range of transmission), but aletbamécal requirements (such
as size, weight, type of support). The next step is to desigratchitecture of the system,
I.e. decompose the system into separate blocks and definsgkeifications (both electrical

and mechanical). Pre-layout and post-layout design oféiseclbuilding blocks are the main
steps that involve RF/microwave engineering.

Pre-layout design The result of the pre-layout stage is an electric schemeetittuit

composed of lumped elements that represent passive amd @ictear and non-linear) com-
ponents. On this stage several of the parasitic effectsar@aken into account. Traditional
pre-layout design of analog microwave components and igsig carried out using circuit
simulators. The simulator uses lumped elements, trangmiises and relies on S,Y, or Z
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parameters of individual components making up the cirdiie advantage of such approach
is a speed of the simulation which allows optimization.

There are few circuit simulators on the market that are deedto microwave compo-
nents design, the two most popular ones being the Advancsiy&tudio (ADS) from
Agilent [127] and Microwave Office from AWR [130]. The softwarbesides lumped el-
ements and ideal transmission lines, has a built-in lib@drgurrogate models of simple
discontinuities made in the most popular microwave teabgieks. For example, the ADS
has the following libraries:

e Microstrip elements: line, various types of line bend, gstep, tee-junction, cross-
junction, coupled lines, via, open-circuited and shortwited line, butterfly stub, pla-
nar inductors and capacitors.

e Stripline elements: line, various types of line bend, stgpen-circuited and short-
circuited line, tee-junction, cross-junction, coupletes.

e Coplanar waveguide elements: line, open-circuited and-sauited stubs, gap, cou-
pled lines.

e Finline: unilateral, bilateral and insulated finline ancmeation
e Rectangular waveguide: waveguide, bifurcated waveguidd¢ermination.

The library consists of the most popular elements, howéeptoblem is the accuracy and
versatility of the models. For example, the ADS to represieato0-degree microstrip bend
uses the Kirchning, Jansen and Koster model that has ttosvialy limitations [57]:

° 0.2§%<6

e 236<¢ <104

o fmax< 1H2[cn;‘1|_n|12

wherew is the width of the stripH is the height of the substrate afigaxis maximum model
frequency. The versatility of the model is then a stronglstnieted. If one compares the
contents of the libraries with current and emerging teabgiels, it is obvious that there is a
common need for novel libraries of surrogate models. Famgte, the analysis of multilayer
structures like those made on silicon substrate in SiGe CM@&egs is not possible using
the standard models.

Post-layout design Post-layout simulation is a much longer process. In micrenae-
guencies the passive electronic circuits are distribigedhe response depends on the struc-
ture dimensions and topology. Several parasitic effebist ¢ould be neglected at lower
frequencies, must be included in simulation on microwaegjdiencies due to their influ-
ence on device’s operation. For example, the effects traildimot be neglected at high
frequencies include:

e For digital circuits:
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signal delays,

signal distortion,

ringing,

crosstalk,

losses.

e For analog circuits:

— cross-couplings,

— dispersion,

— skin effect,

— frequency dependent losses,

— parasitic radiation.

The parasitic effects of passive components and new teoiesl can be accounted for
in high-accuracy electromagnetic simulators. There areraéfull-wave solvers capable of
analysis of microwave devices, using different simulatiechniques such as finite differ-
ences in time domain (FD-TD) [20, 115, 132], finite eleme®&N1) [55, 111], method of
moments (MoM) [91, 122] or mode-matching [24]. Each techrics better or worse suited
for a given technology, but a common factor of electromagregiproach is a high numeric
cost of problem solution which leads to very long time of caniapion, especially in the case
of complex structures. Additionally, an effort to providestinput data (like geometry) and
to ensure the correct conditions of simulation can be sabata

To overcome the aforementioned issues the following to@shaeded:

e Techniques of construction of libraries of high accuracydeis of basic building
blocks, especially dedicated to passive components maslaénging technologies,

e Versatile techniques that could bind the circuit simulatweith parameterized models

of passive components or electromagnetic simulators.

1.1.2 Automated design

Due to advancement in algorithm and increase in CPU’s prowespeed it has recently
become possible to perform a design with automated desagegure, that consists of three
major steps:

e Selection of the best circuit topology,
e Preliminary synthesis of circuit elements,

e Optimization of the design to fulfill the requirements.
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The first step of the design can be realized as an expert sy8fgrthat gives an engineer
some advice about the circuit topology that fits best to th&gtkerequirements. Then a
synthesis of initial circuit is performed, for example upisurrogate models. Finally the
design is optimized to fit the requested specification.

The most effort in the topic of automated design is made iratiea of circuit optimiza-
tion. Using the optimization approach on initial, coarseapaeters (geometry, media, etc.)
of device an engineer constructs a goal function, the miation of which gives input pa-
rameters that makes the design to fulfill the requested fspetitdn. Several strategies were
proposed for circuit optimization [10, 27, 51, 54, 56]. Whatirnportant, the optimization
approach is efficient when the evaluation of the goal fumctsofast, but becomes a burden
when an electromagnetic solver is involved. Therefore,dpglication of the parameter-
ized surrogate models based on the results of electromeagnaulations, can significantly
improve the performance of the optimization approach.

1.2 Scope, claims and goals of this work

The main goal of this thesis is to develop a set of new toolsaatdomated design by op-
timization of complex microwave and millimeter-wave stiwes. The automated design
strategy is a very wide issue itself, it is not a goal of thigsis to present its possible re-
alizations. This thesis is mostly concentrated on apptioatof the surrogate models and
equivalent circuits for the fast, automated design of miene components and equivalent
circuits. The following claims are made:

e It is possible to create automatically high accuracy multiparametric surrogate
models of microwave components based on results of EM-simulans;

e An equivalent circuit with guaranteed passivity can be driven directly from EM
simulations, measurements or surrogate models response.

e The application of surrogate models makes it possible to spdeup the automated
design schemes based on optimization techniques.

In order to prove the claims the following steps are underak

e A new technique of construction of the surrogate models of narowave compo-
nents in a form of multivariate rational function is introdu ced;

The device response is represented in the frequency domain asational model;

A new technique of a passivity enforcement of the rational mdel is introduced,

Directly from the rational model an equivalent circuit of a device is constructed;

Examples of applications of surrogate models in automated dg&gn of microwave
components are given.
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1.3 Chapter outline

In Chapter 2 a general overview and the surrogate models ahditgies of equivalent cir-
cuits construction along with measures of the model acguaae presented. In Chapter 3
the proposed technique of multivariate surrogate modglseisented and discussed in detail.
Several issues are covered: multivariate rational intatfpm scheme, automated selection of
support points, automated selection of model order, autxidivision of parameter space.

General techniques of extraction of the frequency indepehequivalent circuits of dis-
tributed elements from scattering/admittance parameterpresented in Chapter 4. The
equivalent circuit may be derived in a form of RLC circuits oomn@generally as realizations
of transfer functions which besides RLC elements involveradied sources.

In Chapter 5 the techniques of passivity enforcement of rassige models are shown.
Passivity enforcement assures that the created equivatentt is passive for all frequen-
cies while preserving its frequency response. Severalcgtigins are presented. Resulting
circuits are well suited for time-domain analysis, by meaithe popular SPICE simulator.

To show the applications of the technique some advanced @ganare presented in
Chapter 6. In the same chapter it is demonstrated that the/zpyasmnforcement technique
can also be applied for response of surrogate models. Asili eesew type of parameter-
ized equivalent circuit of a device is obtained, that can $&duboth in time and frequency
analysis. Parameterized SPICE circuit enables an optiloizaf geometry of a distributed
circuit within SPICE.
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Chapter 2

Models and model metrics

In this chapter different types of models used in microwaxeud design are introduced and
metrics required for their quality assessment are predente

2.1 Surrogate/behavioral models

The basic idea behind surrogate/behavioral modelling isrestcuction of a "black-box”
representation of the circuit that closely approximatesrédsponse of the original structure
within the range of its input parameters (Fig. 2.1). In mastes the inputs of the model
X1,X2,...,XN are the frequency and/or structure dimensions, while thputsl describe the
device’s response. The advantage of surrogate modeld isrtbathe model is created it can
be used in many different designs, thus the gain of its coastn is high.

Surrogates are used in many aspects of a microwave cirgigrdgrom initial design to
final optimization and yield analysis. Currently the accyrand speed of analysis of com-
mercial simulators dedicated to RF-designs rely on fast andrate surrogate models of mi-
crowave discontinuities. For a microwave designer one @intlost important requirements
regarding the circuit simulator is the quality and diversit models library. Several CAD-
tools for microwave design are available on the market, gtrof them are applicable for
design on pre-layout stage (lumped networks). Some of thikenAgilent’'s Advanced De-
sign System or AWR’s Microwave Office are well suited for wetiekvn, standard technolo-
gies (microstrip or coplanar) on standard substrates. mdleanore complex structures the
built-in electromagnetic solver based on method of mom@V) can be used. However,
the limitation of current CAD-tools is connected to limitadrary of surrogate/behavioral
models that would include the parasitic effects present icrowave frequency band and
could handle complex and/or multi-layer structures preseemerging technologies, such
as LTCC, LCP or MCM-D. As a consequence, approximate formulas beussed that are
often too inaccurate for design of system components andhas¢o perform time consum-
ing electromagnetic simulation. This could be avoided & @aras able to generate new set of
surrogate models whenever new technologies emerges.

The simplest form of a surrogate models are closed-form ditaen This approach has
been used by microwave engineers for over six decades, angtitl popular today. The
main drawback of closed-form expressions is that they ard tmderive and also their

15
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(" A
X ——————»
Xy “black-box” %
surrogate/behaviorall
model
Xy ———————> Output

Xy—————»

Input  \_ Y,

Figure 2.1 Basic idea of surrogate/behavioral modelling

Table 2.1 Comparison of the surrogate models

Feature Mathematical| Non-evident
Parameters Few Few
Easy to implement Yes No
Versatile No Yes

accuracy is limited. In recent years several research grbape been investigating tech-
niques of automated and systematic construction of compledels involving several de-
sign variables. The idea is to use an electromagnetic stionléo provide the data for
model construction. This way a new technology emerges, alibeary of basic building
blocks can be constructed and used in simulator. The mostoonapproach is to model
admittance/impedance characteristics or scatteringmpeteas of the device. Other circuit’s
characteristics can be modelled as well, as shown in [64,B% main requirement from a
designer point of view is the quality and diversity of modédsary. The mostly required are
models based on the results of electromagnetic simulatwinish assure the best accuracy
of circuit analysis. The surrogate models can be categbonewo basic classes:

e Mathematical models: the response of a device is approgmnas a mathematical

function involving various types of basis functions: paymal, rational or radial basis
functions.

e Non-evident models: artificial neural networks (ANN)

The basic features of each category are shown in table 2.1.

The problem of multidimensional modelling is formulatedfeows: for an N-variate
unknown functionF () = F(x1,Xo,...,xy) find a function/relatiorF (x) that approximates
well its value for an arbitrary poink = [(Xs1, X2, - - -, Xsn| inside of parameter rande

F(x) ~F(x) Xsel (2.1)

In generallf(xs) represents a response of the electronic device (in the férecaitering,
admittance, impedance functions or any other circuit patars) and vectax consists of
device parameters: frequency of operation, geometric wsmas and material properties.
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It is assumed that is anN-dimensional rectangular box. A distinctive feature of thie
crowave engineering is high cost of evaluation of valuestdnence functiof-. Therefore,
an efficient technique of surrogate model construction Ehounimize the set of interpo-
lation nodesX = [X1,Xo, ... ,m]T, which would significantly reduce the time of the model
construction.

2.1.1 Model metrics

In every model construction method the main question is hmwadsess the accuracy of
the created model, because in most cases the accuracy obthed limits the range of its
applications. There are several techniques of verificatiothe model accuracy and error
definitions which are commonly used for different modeliaghniques.

Let us assume th&tA(xk) denotes the value of the modelled (reference) fundficeval-
uated at an arbitrary poink = [Xk1,Xk2,--.,Xkn]. Additionally, F(xk) represents the ap-
proximated value of (X). The model parameteng form a test set of support points
X = [X1,X2,...,X]". With such notation, one can define various measures of zippae
tion error.

2.1.1.1 Absolute error

An absolute error is defined as a difference between theemderdata and the model (ap-
proximation), computed for arbitrary poixg:

A= F (%) —F ()| (2:2)

When a set oK support points is investigated, one can define a mean ananmuaxabsolute
errors:

15 -
Amean:— F —F 24
< 2, 0~ F s 2.4)

Both errors have a statistical meaning witeis large and both can be represented in decibels
asA[dB] = 20log(A). The above error measures are basic indicators of accufattye o
model.

Additionally, if adaptive sampling of support points is statered (described in details
in section 3.3.3), two approximations are constructédxy) andF(x). In this case it is
important to evaluate a maximum absolute error betweerethaglels in model domain,
which is defined as:

€= Tea}x\ F1(X) — F2(X)| (2.5)

2.1.1.2 Root mean square error

A root mean square errérpsis an estimation of standard deviation and is defined as:

K
Erws= g\ 3, 0% ~F ()2 6)
=1
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This measure is commonly used for verification of artificialiral networks models [133].

2.1.1.3 Relative square error

The other error measure, used in [26, 79, 81], is a relativarsgl errolErse defined for an
arbitrary pointx as:

S iy 2
_ [P0 —F)| e
(1+1F (%))
For a set oK points, it is convenient to define a mean and a maximum relatjuare errors:
ERSEmax= mkaX(ERSE(Xk)) (2.8)
1 K
ErsEmear 1o > [Erse(Xk)] (2.9)
K=1
The relative square error can be computed in decibels:
F
ErsgdB) = 20Iog<| (%) — (Xk)|> (2.10)
(1+|F (%)1)
Since(1+ |F(x)|)2 > 1, the following statements are always true:
ErRsEmax< Amax (2-11)
ErsEmear< Amean (2-12)

Additionally, when the scattering parameters of passivéceeare modelled, thelr (x)| <
1. Therefore:

A
n21ax < ERSEmaxS Amax (2-13)
Brmean <E <A 2
T >~ ERSEmean>~ Amean ( -14)

which is important for comparison of various techniques.

2.1.2 Techniques of parameterized models construction.

There have been several attempts to create a versatileiqaehof surrogate model con-
struction: form the simplest approach involving a look-aplés (low accuracy and huge
number of support points) to more advanced technique invglartificial neural networks
[25, 30, 133]. ANN models have been successfully deployeskireral RF and microwave
applications, such as passive components, transmissies, ICPW components, inductors,
FETs, amplifiers and filters [78, 100, 121]. However the draskis of ANNSs, which are
an unknown network topology and long training process, iBa@@mtly limit their usage in
automated model construction.

Several techniques were proposed that involve differeterpolation schemes. Most
popular ones use polynomial and rational representati8h |8 the considered algorithm,
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frequency is handled separately from the physical parasef@e procedure has two stages.
At first, multidimensional models are created at the setefrequency points by expanding
the multivariate functions into series of orthogonal mdtnials. The expansion coefficients
are found by solving a system of interpolation conditions.this stage the support points
are added in an entirely adaptive way. Next the frequencemnidgnce is added by one-
dimensional rational interpolation of the models responEke procedure creates models
with good accuracy, but it is obvious that excluding frequefrom the adaptive sampling
procedure may result in non-optimal number of support goiResults presented so far also
show that the technique is efficient for up to three parameters noteworthy that the tech-
nigue is integrated into ADS Momentum electromagnetic ataon as theModel Composer
module, which proves the importance of new model librarsesvicrowave circuit design.

Lehmensiek and Meyer [79—-81] developed a technique basddiete-type branched
continued fraction representation of a rational functidhe algorithms operate on basis of
univariate adaptive sampling along a selected dimensidmus,Twhile the support points
do not fill the grid completely, they are being added alongight lines passing through
multidimensional space. The efficiency of the algorithms lastrated on two- and three-
dimensional models.

The surrogates can also be created with application oflrbdgs functions (RBF) [33,
71]. However, tests carried out by our research group shattiie RBFs are inefficient in
the case of complex devices. The selection of the best vathe anknown shape-parameter
of radial functions [101] is the main issue. On the other hasahe of the RBFs significantly
reduce the problems with ill-conditioning.

There are approaches that use statistical tools for moaskieetion like Kriging [110]
and Design of Experiment (DOE) [113] techniques. Kriging &pecial form of interpolation
function that employs the correlation between neighbopampts to determine the overall
function at an arbitrary point. DOE makes a series of testghiich a set of input variables is
changed and the experimenter can identify the reasons &mgels in the outputted response.
Based on this knowledge one can construct a statistical najdéke test structure. Both
techniques can be applied to create of simple models withalmuracy and are dedicated to
coarse tuning of the design.

Even low accuracy surrogate models can be useful in desigpage-mapping technique
proposed by Bandler [11, 60,61, 125] allows one to link a loauaacy, coarse model with a
high accuracy model of different complexities.

2.2 Equivalent circuits for time-domain analysis

Surrogate models are useful in the design of linear part gif fiiequency circuit. If the
circuit involves non-linear devices, then the results mééir analysis have to be incorporated
in the non-linear simulation. Since its introduction, tHeRIGE (Simulation Program with
Integrated Circuit Emphasis) circuit simulator, has becaméndustry standard for design
of low-frequency analog and mixed analog-digital circug®ICE is a time-domain oriented
circuit simulator and has several advantages, namely:

e versatile library of models of active/nonlinear elementsvped directly from com-
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ponent manufacturers,
¢ ability to perform a transient simulation of the non-linearcuits,

¢ ability to mix both analog and digital circuits, like RF-bkscand memory/logic(control)
blocks with time-domain approach,

¢ ability to preform a signal integrity (SI) analysis of thengponent or the system as a
whole.

Despite of its advantages, the application of SPICE to highuency networks suffers from
lack of built-in models for accurate simulation of high ftespcy, distributed passive circuits,
like these needed for analysis of distributed interconnetivorks [87, 105]. The basic el-
ements incorporated in SPICE are lumped elements such agrescapacitors, inductors,
and various types of current and voltage sources. Exterttimgpplication area of SPICE
to higher frequencies requires SPICE-compatible equivalecuits of distributed multiport
passive elements, e.g. interconnects.

The parameterized mathematical models can not be direutlyrporated into SPICE
since existing modelling techniques are mostly focusedomsituction of surrogate models
in frequency domain. Most of the electromagnetic simukagord measurements also give the
data in frequency domain. The evaluation of the model resposually involves evaluation
of closed-form formulas, which is not possible within SPI@. a result, if one wants to
take advantage of the speed offered by surrogate modelsiimaar simulations, techniques
that allow one to incorporate frequency domain data intdithe-domain analysis in SPICE
are needed.

To extract a SPICE model of a distributed passive device witkaplicitly performing
frequency domain simulation the full wave partial elememiealent circuit (PEEC) tech-
nigue can be used [117]. However, PEEC has several limitgtit is time-expensive, the
resulting circuit has a large number of nodes which growslhagvith the increase of struc-
ture complexity. It also suffers from stability issues. Wisa¢ven more important PEEC is
applicable only to homogeneous media.

2.2.1 Existing solutions employing FD data in TD simulations.

Several techniques of binding SPICE with frequency domaia daist that can be useful if
the frequency domain data is strictly passive. One solusido utilize a convolution tech-
nigue which allows one to incorporate the tabulated datcty into time-domain simula-
tion [13]. This approach is computationally inefficient doanany time steps in simulation.
A faster recursive convolution technique [84] uses a ratiogpresentation of the data. Both
techniques can be used when the input data (and corresoradional model) is passive.
Lack of passivity may lead to convergence problems.

The most versatile solution would be to transform the dateffrequency domain to the
lumped equivalent circuit that can be used in both frequemdy/time-domain analysis. The
techniques presented in [8, 9, 92, 118] show how to realizalaesrational representation
of the transfer function as a SPICE-compatible equivalarcudi Since a passive rational
model results in a passive equivalent circuit, the issue tse¢ate a passive rational function.
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To ensure passivity of the model, one can introduce additioanstraints directly on
a stage of construction of rational representation of admie parameters, like in [106]
or [35]. However, these constraints are not sufficient tausmpassivity in broad band. An-
other approach proposed in [88] is derived from the polé&uesform of rational function
and can generate a passive macromodel over infinite freguange, but the enforcement
problems might appear when real poles occur. A differenitgmi, presented in [49], en-
forces passivity condition at discrete frequencies, floeeeresulting macromodel can be
non-passive at frequencies that were not taken into acchuirtg passivity enforcement. It
is possible to try to select the distribution of frequencyng®in such manner that the con-
structed rational model is passive [28], however this appinadoes not guarantee success.

To generate a passive macromodel from passive, frequehaiatad data, one can use
a model order reduction techniques (MOR) that use Krylovspabe methods, like in [1,
93, 107]. An equivalent circuit can be constructed direfrityn the macromodel, as shown
in [2] or [99].

The aforementioned techniques can be directly applieckiidtta is passive. However,
very often this condition is not fulfilled, as in the case ofgraeterized mathematical surro-
gate models or measurement data. Additionally, most ofdblertiques do not guarantee the
passivity of the model for all frequencies.

In such a case the passivity has to be enforced, i.e. the rhadéb be corrected to restore
the passivity. Guaranteed passivity can be achieved byiagpeither the method based on
convex optimization [22] or an iterative procedure thatoeoés passivity while minimizing
the distortion of the time domain response [43, 45, 108]. elmw, in several practical ap-
plications (like filter or other resonant circuits), one nisyinterested in controlling of the
accuracy of the frequency response in a specific frequenog. bBhe convex optimization
approach can handle only problems with a low number of s{@@s In both techniques
residues of the rational function are perturbed which iegthat for a multiport circuits the
number of variables to be adjusted is large.
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Chapter 3

Parameterized surrogate models

3.1 Introduction

This chapter presents basics of advanced techniques eohpterazed surrogate models con-
struction. A new technique is introduced that allows oneréate a mathematical surrogate
model of scattering parameters of an arbitrary structuifee Main idea is to represent the
transfer function of the device being modelled with a maltiate complex-valued rational
function [66, 68, 75]. The technique is an extension of tlehinégque presented in [3] to the
multivariate case. Several improvements were introduceditomate the procedure, namely
the adaptive sampling over the whole parameter space foregffiselection and minimizing
the number of support points. The models have the accuraopable to full wave sim-
ulations but at the same time the computational speed siiildne closed form formulas.
As a result it is possible to achieve fast optimization of neave circuits manufactured in
emerging and new technologies, for which accurate models hat been developed yet.
Specifically the following issues are addressed in this wrap

e Formulation of the problem as a multivariate rational ipt#ation scheme,

e Improvement of stability of the interpolation solvers bylacing multinomials with
better conditioned orthogonal polynomials,

e Support points selection using adaptive sampling,
e Automated selection of the model order,

e Automated division of the parameter space that allows ooegiate different low order
models in each subspace,

e Merging sub-models into a single model covering a wider patars range.

3.2 Closer look on alternative techniques

In order to be able to compare the new technique with theiegisines, main alternative
approaches are discussed first.

23
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Table 3.1 The number of support points needed fbdimensional fully filled rectangular grid with resolution
D (points per dimension)

. ResolutionD
Variables
1| 2 3 4 5 6
1 1| 2 3 4 5 6
2 2| 4 9 16 25 36
3 3| 8 27 64 125 216
4 4| 16 81 256 725 2196
5 5| 32 | 243 | 1024 | 3125 | 7776
6 6| 64 | 729 | 4049 | 15625| 46656
7 7 | 128 | 2187 | 16384 | 78125 | 279936

3.2.1 Lookup tables

The simplest method of multivariate modelling iakup table The model parameter space
I" is covered with a dense multidimensional rectangular gnla the nodes of the grid the
values of the modelled function are evaluated. The modglorese at the points between
the nodes of the grid is evaluated using interpolation tegles, like spline interpolation.
Such an approach is far from optimal, due to fast growth ofln@ber of samples with the
increasing grid resolution and the number of model paramésee table 3.1). Moreover it
suffers from non-linearities of model response. Lookupesare used in LINMIC simulator
[128].

3.2.2 Artificial neural networks

An artificial neural network (ANN) has recently become oneh&f most popular technique
for surrogate models construction [25, 30, 32, 78, 100, 123, 134]. An artificial neural
network is a mathematical model of a biological neural nekwb practice, neural networks
can be used as non-linear statistical data modeling toolmyddel complex relationships
between inputs and outputs or to find patterns in data.

3.2.2.1 Network structure

The most commonly used structure of the ANN is a multilayeceptron network (MLP).
The structure is built ak neuron layers and network of feed-forward neuron connestio
(Fig. 3.1). Layers one and are called the input/output layers, respectively, andriaye
2...L—1 are hidden layers. From a mathematical point of view, aalenatwork can be
described as a mapping of a set of N-dimensional input vetdo M-dimensional output
vectorsyY:

Y =F(X) (3.1)

Xk = (Xlk7x2k7 cee 7XNk> (32)
Yk = (Y1k>)’2ka <o 7YMk) (33)
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The mapping is described by a set of facmf(ﬁ, each one representing weight of the con-
nection betweenth neuron of — 1-th layer andj-th neuron of -th layer.

The output ofi-th neuron ofl-th layery, ; is defined as a nonlinear function (called acti-
vation function, usually sigmoidal), which takes as an argat a linear combination of its
inputs (outputs oN,_1 neurons in previous laygr_, ;) taken with different weights:

1

yii=f(xi,i) = Tre ¥ (3.4)
wherei = 1...N_1,| =2...N_ andy; j is a weighted sum of neuron inputs:
Ni-1
z Wiy Yo-1j) (3.5)

An overall response of the network is usually computed inféeel-forward process [134].
The external inputs are first fed to the input neurons andtsiddiyer output® = (g, X2, ..., Xn)
are fed to the second layer (hidden). The procedure corgtindayer by layer, up to the
layer L, computed with a constant set of weights Thus, the output of the network is

y = (yL,l7yL72a v ,YL,k>-

3.2.2.2 Training

To find a relationF in (3.1) a process called "training” of the network is apglidt is an
iterative procedure, during which the weightsare adjusted in order to minimize the error
between the output of the netwoykand the training datey,. The error is defined as a mean
square error:

1 M
Z [ z yq,m—bq,m)2] (3.6)

whereQ is a number of data samples paisg,bk,(k = 1...Q) in training set. The most
popular approach is to set initial valueswif to small random values from the range [-
0.5,0.5]. Then a gradient based training technlque likgugate gradient or quasi-Newton,
can be applied to correct the weights. Gradient technigegsire computation of error
derlvatlveaETr/a i j and in the case of MLP network it is common to compute grddien
using the error back- propagation (EBP) technique.

3.2.2.3 ANN validation

A validation error is computed using the measure (3.6) usinglidation (test) data set
(xv,by). The validation erroEy is periodically evaluated during the training and is used as
stoping criterion for the training procedure.

3.2.2.4 Drawbacks of ANNs

Artificial neural network models have been found as a usefol tor microwave design.
Sample applications involve models of passive componénatssmission lines, CPW com-
ponents, inductors, FET’s, amplifiers and filters [78, 1@&1]1 However, there are several
issues that limit their applications for automated modeistauction, some of them are:
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Hidden layers

Figure 3.1 Structure overview of artificial neural network.

e Network structure selection For an arbitrary modelled device with an unknown
transfer function there is no rule how to set up the properctire of the network
(number of layerd. and number of neurons of each laygr | =1...L). These pa-
rameters are key elements that determine the efficiencyeohétwork training: the
more neurons and layers the more complex responses can ledledoghd the more
difficult the training process is. Two phenomena are relatddis issue:

— Over-learning. When the network is too complex (consistoofrhany layers
and/or neurons) comparing to complexity of modelled tranifnction, the phe-
nomenon obver-learningof the network can occur. In such a case the network
only memorizes data, but does not generalize it well, rexulh over-complex
response.

— Under-learning. The opposite effect to over-learning cecuo when the com-
plexity of the network is insufficient to generalize the tela between the inputs
and the outputs. It is calleghder-learningand as in the case of over-learning it
leads to poor generalization.

e Training set samples selection There is no general rule for selection of data that
constitute the training set. Possible approaches are namidba selection or regular
patterns (uniform grids), but obviously, for such casesesameas in the parameter
space may be under-sampled.

3.2.3 Interpolation based techniques

Several approaches exist that rely on different schemesutifvariate interpolation. The
advantage of interpolation approach is that the model isptet@ly described with interpo-
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lation coefficients and moreover, it is fast to evaluateatgponse. Two types of interpolation
techniques are the most common: polynomial and rationag. rational interpolation is far
better suited for microwave engineering, because it caehbapproximate the functions that
contain poles.

3.2.3.1 Burlisch-Stoer algorithm

One of the techniques of direct interpolation is the Burli§&tbher method. It involves
Neville-type algorithm that allows one to interpolate tited data in a recurrence procedure.
The algorithm is based on 1D Burlish-Stoer recursive ratiottarpolation technique [114].
For a set of point$x;, §) (i=1... 1), let us assume th& is a rational function of zero-degree
(constant factor) that interpolates the pdi¢ ). Similarly, let us defin@ 1) (k=1,...,I-

1) which represents a rational function of order one thas@ashrough pointé, ) and
(X%+1,S+1)- Inthe same manner a higher order functions, uRiez ) are constructed. In
general:

Rik+)...(kem) — Re(kr1)....(kkm-1)
Rikr1)...(kem) = Ry n)....(kem) +
X — Xk ~ Rucrp)erm) — Regern)rm-1) | 1
Rikr1)...(krm) — Rikra)... (kim)

X— Xk4m
(3.7)
The univariate interpolation is exploited to higher dimensmnodels with recursive proce-
dure, as presented in [95]. It is assumed that the set of suppmts forms a fully filled
non-equidistant rectangular grid. The set of support gdiotms a fully filled rectangular
grid computed as a cartesian product:

{082 Y (o o (@ KLY (3.8)

To find the model value at an arbitrary poxatthe algorithm starts with a 1D interpolation
preformed along a single variable (for exampi¢ with all other parameters,,...xN set

to fixed valuesxo = Xo,...,XN = XsN - this is called a root process. If the values of the
function at the interpolation nodes are known, the modeVaguated. If it is not the case, a
new child process is started that perform a 1D interpolationg the next variablexg) with

X1 = Xs1,X3 = Xg3,...,XN = XsN- The procedure steps forward until a model for all unknown
variables is evaluated.

3.2.3.2 Thiele-type BCF approach

In a similar manner an univariate Thiele-type branch-cargd fraction (BCF) can be ex-
tended to a multivariate case [41]. With this approach urate rational f_unctiorB(x) is
represented as a convergent continued fraction computededtof pointix('),S), i=1... 1

Re(¥) = S+

(pl(x(z)’x(l),x(o)) 4o (3.9)
(k=1)
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where: o
. i) _
(pl(X('),X(O)) — % i=12,...,1 (3.10)
k-1
X0 XKDy x0)) X —x(
7 T O 1(xD) xk=2) " x(0)) — @1 (xk-D xk-2)  x(0))’
i=kk+1,...1,
k=23 ...

(3.11)
This form can be generalized to the multivariate case: NatafunctionS(X) = S(x1, X2, ...,XN)
is approximated as:

X1 — Xg_o)

R(X17X27"'7XN) = RO(XZV"?XN’X:(LO))_‘_ (1

Rz(Xz,...,XN|X(12)) +...

(3.12)
Each of the N — 1) variate function&p, Ry, . . ., Ry1 can also be represented in a form of BCF
function similar to (3.12) and described with functiond\bf- 2 variables. The procedure is
repeated and at the lowest level univariate functions amstoacted using (3.9). A drawback
of such a technique is that support points must form a fuliaregular grid. A modification
of multivariate BCF function was proposed in [79] to allow atileg sampling. Instead of
using direct values of modelled function at the nodes ofélagangular grid, the method uses
approximated values are used obtained from previously atedpnterpolants. The adaptive
scheme exploited in [79] improves the efficiency of the tegha. However, the support
points are still placed in the structured manner and thaicgrhent is far from optimal.

3.2.3.3 MAPS approach

A MAPS (multidimensional adaptive parameter samplinghtegue, proposed in [31, 38],
separates the frequency from other parameters of modedleided The approach relies
on the scattering parameters description of the deviceh Wit approach the scattering
parametef§; is represented in a form:

S(f,x) ~ M(f,x) = ZCm(f)Pm(x) (3.13)

wherePy(X) is a set of basis functions in form of orthonormal multinolsiig = [x1, X2, . .. , Xn]

is a vector of geometric parameters &gl f ) represents weights that depend on frequency
and has a polynomial or rational form. Model constructiocasnpleted in two steps. At
first, at discrete frequency poinfs, fo,.. ., fx, multinomial models are fitted to the scatter-
ing parameters. The frequencies are selected using thé\ad&pquency sampling (AFS)
technique [31]. The models are built with the same set ofsbasictions and share the
same set of support poinks. The selection of the support points over geometric parame-
ters exploits an adaptive sampling technique. Once the Imbdge been developed discrete



Chapter 3  Parameterized surrogate models 29

values of the multinomial coeffcients are extracted andditin a set of discrete frequencies
f1, f2,..., fx as the frequency dependent functi@hg f). If the model is inaccurate, the set
of frequencies is appended.

The separation of frequency from the other model parameteises the technique of
adaptive support point selection not optimal, especiallthe case of frequency sampling.
An addition of a single frequency point requires computifigi @olynomialPy(X) at this
particular frequency which, in turn, requires adding salvdata points for different geome-
tries.

3.3 Fully-adaptive multivariate rational interpolation

3.3.1 Interpolation problem formulation

In this thesis a novel technique is proposed that creatag@mpolant of an N-variate, real or
complex valued smooth functidX) = S(x1,X, ..., Xn) as a rational function [68]:
A(X) A(Xl,Xz, ...,XN)

X1, X2, .0, XN) = — o+ = 3.14
SO0 X5 - XN) B(X) B(X1,X2, ..., XN) (3.14)

where both numeratoA(X) and denominatoB(X) are multinomials (sum of monomials
multiplied by scalar coefficients). The complete set of thenomials can be listed as ele-
ments of matrix [12]:

Row1l:1

Row?2:x1 Xo ... XN

ROW3:X2 X1X2 ... XIXN X5 XoX3 ... X§
ROW4:X3 X8Xp XaX3 ... XOXN X3 X3X1 X3X3 ... X3

The m-th row contains all monomials with sum of powers at eaafable equal m-1. With
such an assumption, the multinomials of numerator/denatoirtan be described by a vector
V = [vi,V,...,Vn], Wherey; determines the maximum power allowed for the i-th variable.
For example, in the case of a three-variate multinomial whasler is described by vector
V = [3 2 2, the following monomials are selected:

Rowl:1

Row 2 X1 X2 X3

Row 3:x2 XX XiX3 X5 XoXa X3
ROW4:X3 X8Xp X8X3 X1X5 XoX3 X1X§ XoX3 X1XoXa

In further investigations it is assumed that both the nutoer and the denominatds of
(3.14) have the same orders, therefdgke= Vg = V.

In general, the problem (3.14) is non-linear and the unknoeefficientsa; andb; corre-
sponding to the multinomials of numerator and denominat8t 1 can be found enforcing
its linearization and requiring that equation:

A(X) —S(X)B(X) =0 (3.15)
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is fulfilled on at least. > M; + M» support points, wher&; and M, are the numbers of
unknown coefficients; andb;. The fitting problem can be transformed to the matrix form:

A —B] { f)‘} ~0 (3.16)

wherea andb are the vectors of unknown coefficients aid «m,, [B]Lxm, are matrices
involving the values of the monomials appearing in numeratal denominator of (3.14) as
well as the values of the interpolated function at the sujppoints. The linear problem is
solved applying the total least squares technique (TLS)easribed in Appendix B

3.3.2 Condition number improvement

The condition number in the least squares method measwgesetisitivity of the solution
of a system of linear equations to errors in the data. Theitonchumber allows one to
decide if the solution of the least squares is reliable amirate. Specifically, the value
of the condition number near to one indicates well-condgub least squares problem. The
condition number is computed as a ratio of the largest sargedlue of matrix that forms
a least squares problem to the smallest one. A major isswaiohal interpolation is poor
conditioning of equation system. In order to cope with thislglem two techniques are
recommended:

e Mapping each of variables to a line segment, 1>
e Substitution of simple monomials with orthogonal Tchebsicpolynomials

The first technique is a simple linear mapping of the modelaiarto the multidimensional
box with side of line segment. The mapping strongly improtress conditioning due to a
significant reduction of dynamics of elements of system mébad-scaling). The mapping
of ai-th variablex; is expressed by the formula:

(Xi —Xo,i)

Xim=2
i,m AXi

(3.17)
wherex; m is the mapped variableg; denotes center point of the parameter range/aqd
denotes the width of the parameter range.

In order to improve the conditioning of the interpolatiomplem even further the regular
elements of power serie§ which form the monomials are replaced with Tchebychev poly-
nomialsT,(X;), that are orthogonal on line segment-1,1 >. The comparison of standard
power series and orthogonal Tchebychev polynomials is shiovigures 3.2 and 3.3. It can
be seen that Tchebychev polynomials offer more complexeshraihe domain<-1,1> than

Three years after the basics of the technique presentedsithésis were published, an alternative tech-
nique was proposed in [26] that has several common elemaéthtshe one described in this thesis. The authors
use a low-displacement rank technique to solve the ratioteipolation problem and show the advantages of
the non-structured adaptive sampling.
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Figure 3.2 Power series Figure 3.3 Tchebychev polynomials

simple power series and that improves the conditioning. elbgbhev polynomials can be
computed using a recurrence formula:

Tj_(X) =1

To(x) = X
T3(x) = 2x-1
Ta(x) = 4x%—3x

Tht1(X) = 2X-Tp(X) — Th—1(X)

As a result, the set of monomials is transformed into the form

Row1l:1

Row 2 ZT]_(X]_) T]_(Xz) . Tl(XN)

Row 3 : To(x1) Ti(x)Ta(x2) ... Tai(x0)Ti(xn) To(x2) Ti(x2)Ti(Xa)
. .Tz(XN)

Row 4 : Ta(x1) To(x1)Ta(xe) To(X)Ta(x3) ... Ta(xy)Tei(xn) Ta(Xe)
To(x2)Ta(x1) T2(%2)Ta(X3) -..Ta(Xn)

The construction and evaluation of such a system is more leontipan in the case of
simple power series, however it gives better accuracy ofdgblelting interpolation.

The advantages of application of orthogonal polynomiats @omain mapping is illus-
trated using the example of interpolation of reflection Gioreint S;1 of rectangular iris in
WRG62 a waveguide. The electromagnetic simulation of the &traavas carried out using
the mode-matching technique. The iris structure is showfign 3.4. The model has four
parameters: frequendy iris width a, heightb and thicknessl. The range of input parame-
ters is presented in table 3.2. The response of the iris, sloWig. 3.5, presents complex
and resonant behavior.

The structure parameter range was covered with rectanguthwith densityD=4 and
D=6. The electromagnetic response of the structure at thesnoflthe grid was com-
puted and the resulting multidimensional dataset waspotated with orthogonal and non-
orthogonal functions, with and without mapping of model dam The results are presented
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Table 3.2 Parameter range of resonant iris case

| Parameter Range
frequencyf 11.855GHz - 18.02GHz
width a 6.32mm - 15.8mm
heightb 4.74mm - 7.899mm
thicknesd 0.2mm - 2mm

f [GHZ]

Figure 3.5 SampleS;1(f,a) response of iris in WR62 rectangular waveguide with lieightb = 6.32mm and
iris thicknessd = 1.2mm.

in Tab. 3.3 and 3.4, respectively. It is seen that both tephes provide a significant reduc-
tion of the condition number. The best results are obtaineehiboth techniques are applied
simultaneously. This results can be generalized to madgedif other structures.

3.3.3 Selection of support points

Optimal support point selection is an essential issue afyevgerpolation scheme. It is of
significant importance in the case of modelling of multiadei functions where the number
of support points can be enormous. Since each support poigsponds to one electromag-
netic simulation of a device being modelled, it is obviouattminimization of the number
of samples is critical. The basic techniques of supporttg@election involve rectangular
grids or random locations. The more complex ones use aggpdwt selection in the model
domain, as presented in section 3.2.
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Table 3.3 Condition number computed for a waveguide iris case foaragilar grid with division® = 4 and
different polynomials

Space, Polynomials
Model ordeV
Non-mapped, Regulalr Mapped, Regular‘ Mapped, Tchebyche
[2222] 6692.3 186.3 136.5
[3333] 508300 1489.5 1139.1

Table 3.4 Condition number computed for a waveguide iris case foraragilar grid with division® = 6 and
different polynomials

Space, Polynomials
Model ordeV
Non-mapped, Regulalr Mapped, Regulavi Mapped, Tchebyche
2227 7428 194.1 142.7
3333 275350 1037 746.4

3.3.3.1 Adaptive sampling

The algorithm described in the thesis employs an adaptinglsag technique called also
reflective exploratiorf38, 68]. In this technique two modef§ and S, of different orders
are created using the same set of d&tdt is convenient to introduce the inter-model error
€, which is the maximum difference between the modlaind S, over model domairi.
Then, assuming the errercorresponds to poing € I', the idea of adaptive sampling is to
extend the data s&t by adding the poing and develop the models again. Such a procedure,
reiterated, leads to an improvement of model quality andrrassthe points are selected
at optimal locations, which minimizes the total number ainpées used. It is especially
advisable if the models are based on results of computdiyaaensive calculations, such
as electromagnetic simulations.

The difference between previous solutions and the one asbdsiwork is that the adap-
tive search is performed over the whole model domain avgidinuctured pattern. As a
result the appended points are selected at arbitrary totain the model domain, like pre-
sented in figure 3.6. The points are appended at the locat@mnssponding to maximum of
error function:

e=e(X) = [S1(X) - SX)| (3.18)

Finding such locations corresponds to a problem of searchaximum of a multivariate
function over a multi-dimensional box:

X mxin €(X) (3.19)

which, especially in the case of high number of model paramethas to be efficiently
implemented. Genetic optimization procedure [39] was iapdor this reason, as it allows
one to find a global, not local, maximum of a function.

It has to be noted that although adaptive sampling minintizeerrore, the real accuracy
of resulting model can be worse than the achieved v&uBuch a situation is possible when
both models converge to a similar solution which slightlifeds from the electromagnetic
response. Lef\gy andAs represent the absolute error of modéi@) and ég@) related



34 Surrogate models and automated CAD of microwave compsnent

A 72
X2max
@ @ ° ® @
P
P, Ps o'
() Ps
[ J
[ @ L L J
P
® X
> 1
X 1min X 1max
@ @ L L
P.
° 3
@ @ @ L J
X2min

Figure 3.6 Two dimensional example of support points selection - adquedts (in red) are placed in a non-
regular manner over the parameter space.

Figure 3.7 Range of model error for mismatch between models equal error

to electromagnetic response and assume that the maximueptabte error between both
models isgp. The possible values of model errbg andAs are illustrated in figure 3.7
(dotted area). For example, for poilstthe real erroAg, Ay of both models is higher than
€0, however the relative error between both models is belb@cause the real errors of both
models have the same signs.

One-dimensional illustration. A general idea of adaptive sampling is illustrated on 1-
dimensional example. For an unknown functibfx) two polynomial modelsS;(x) and

S (x) are computed with ordefd; = 9 andM; = 10, as presented in Fig.3.8a. At the point
of the highest error an additional support point is selectggbended to the set of support
points and the models are recomputed as shown in Fig. 3.8b.adturacy of the models
increased in region surrounding the added point (denoteleiriigure with a circle). The
procedure is repeated, as shown in Fig. 3.8c and once agagmiiceint improvement of
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Figure 3.8 An 1-dimensional example of adaptive support point sedectt—) original (modelled) function,
(—) modelS; (M=9), (—) modelS; (M=10), (-.-.-) errore, (-.-.-)errorAg, (-.-.-)errorAsp.

model accuracy can be seen.

3.3.3.2 Clustering and ill-conditioning detection

During the adaptive sampling process clustering of supgmairits can occur, i.e. subsequent
support points are added at the same location. The inteéiolaroblem is then expanded
with points which do not give any extra information about tlewice response, but make the
problem bigger and more difficult to solve. Such a situatiooutd be avoided, therefore if
the algorithm detects such behavior, the parameter spdagéded into 2 smaller subspaces
(each dimension is halved) and the locations of biggest mtisimbetween models in those
2N subspaces are found. The set of points is appended to theselatmd the adaptive
sampling continues.

The proposed scheme of adaptive sampling makes it possit&gect if the interpolation
problem is ill-conditioned. The models obtained as thetsmilof ill-conditioned system do
not match each other and, in result, error between both masléhrge (namelg > 1). If
such situation occurs at the initial stage of model consivacwhen the number of support
points is small, the best solution to improve the conditignis to add more points to the
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system. Another situation when the ill-conditioning of #stem occurs is when the order
of the models becomes too high. In this case the, scheme aingder space division can be
applied to construct the model, as described in sectioB.3.3.

3.3.4 QR-update.

The adaptive sampling procedure requires updating botrela@ach time a support point
Is added. It means, that one has to recompute the TLS solotionerpolation problem in
every iteration. To reduce the numerical cost of this openahe QR-update procedure can
be used [40]. Assuming that matithas a factorizatio€ = Q- R, whereQ is orthogonal
andRis upper triangular, addition of a single support point apfsea vectow' to the matrix
C and, in result, one obtains the updated matrix:

C= { "(V:T ] (3.20)

Additionally, one can notice that:

. T 2 WT
diag(1,Q")-C= { R } =H (3.21)
whereH is an upper Hessenberg matrix. It is possible to apply a sesabsequent Givens
rotations that transforril to upper triangular form:

Ri=J13T,.. % (3.22)
Once the Givens rotations are known, the mafyixcan be computed as:

Q:=diag(1,Q) 1 J ... (3.23)

MatricesR; andQ; form aQRfactorization of matrixC = Qs - Ry.

The full QRfactorization from scratch is an algorithm of complexdyN?), while update
of the existingQ andR matrices i<O(N?) algorithm. However, the application of QR-update
requires to store in computer memory the matriQeR andQ1, R;. Therefore, for updating
big linear problems a large amount of computer memory isirequ

3.3.5 Model order selection

A versatile modelling procedure should allow one to createl@s of devices of different
complexity. Therefore, an important element of every mamweistruction technique is a
model order estimation. The optimum model order is definedti@srder which assures the
lowest model error prediction on test data for given tragrdata. There are several statistical
criteria for model order selection, like AIC or MDL criterjd, 102]. However, they can be
applied to autoregressive (AR) estimation models of an eksedata sequence and are not
applicable to the investigated multivariate rational ipt#ation scheme. In this work a new
scheme of model order estimation is proposed that:

e Allows one to detect if the order of current model is too low,

e Provides a criterion for selection of higher model order.
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Table 3.5 Initial grid densityD vs. the number of model parameters
‘ N ‘ D ‘ DN ‘ Unknows

2|41 16 12
3|3 27 20
41 3| 81 30
5| 3| 243 42
62| 64 56
7| 21128 72

3.3.5.1 Initial orders

The adaptive sampling procedure starts with a sparse gdergrid of support points and
two low order models. The initial models should be of a simieder and, in fact, the more
both models differ each from the other, the more data poiregshaeded by the algorithm
to converge. On the other hand the choice of initial modetsehmarginal influence on the
accuracy of final models, because it is the lower order mdus#l ltimits the accuracy. In
practice it is enough to s&k; (1 : N) = 2 and enforce the order of the second model to be
lower/higher by one at first variable, i¥x(2 :N) = 2,Ve(1) = Vg (1) £+ 1.

The densityD of the initial rectangular grid is set so as to assure thepotation problem
is not under-determined, i.e. the number of grid nodes islegugreater than the number
of unknown coefficients of higher-order rational model. Thi@imal grid resolution vs. the
number of model parameters is presented in table 3.5.

3.3.5.2 Adaptive order selection strategy

The proposed model order estimation technique is stroedgyed to adaptive sampling tech-
nique and is based on the analysis of behavior of the ernwhich is monitored during the
adaptive sampling.

The behavior of the error is a basic indicator whether the ehodder should be in-
creased. It was stated previously that subsequent addifisapport points improves the
model quality until the stagnation phase. Stagnation oéther €, if detected, indicates that
using the current orders the further addition of suppomisoivould improve the model ac-
curacy only marginally. A simple method to detect this dituais to observe the number
of iterations without accuracy improvement. The numbemfrange 21 up to 2 itera-
tions without improvement is a good indicator that the cora@der is too low and has to be
increased.

To make the algorithm more efficient, several higher-ordedehpairs are computed and
compared with each other. A new model pair is created by asing thei-th elements of
vectorsVg andVs by one. From this set of models, a pair of models which assines
biggest reduction of erraris selected.

lllustrative example. To make the procedure more clear, the order selection gyrage
presented on an two-dimensional example of modellingegagt paramete$,s( f,a) of an
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inductive iris in a rectangular waveguide. The goal for thieiipolation error was set to
€0 = 0.001. Figure 3.9a shows a plot of errows. number of added points using adaptive
sampling. The procedure started with two mod&gswith orderVs; = [1 2] and S, with
orderVg = [2 2], both computed on a rectangular grid with 16 nodes. Afteiteudof

4 support points, next 4 points did not provide any furthesrdase of erroe. This was a
signal to increase the model orders. At that stage thres péinigher order models were
computed with corresponding erras

e Pair 1Vg = [1 3 andVe = [2 3], with & = 0.04473
e Pair 2Vg =[2 2 andVg = [3 2], with € = 0.03066
e Pair3Vg =[2 3 andVg = [3 3], with e =0.08126

Comparing the errors, pair 2 resulted in the largest error drop. Therefore, thve oelers
of the models were changed to be equaVép= [2 2 andVg = [3 2] (the orders of the
selected pair). Once the orders have been changed, thevadsgnpling continues.

The orders were changed two more times (after addition dh28id 31-st point) until
the orders were high enough and models reached the requaestedhcy. In Fig. 3.9a the
plots of the real absolute errofiggy andAg are also shown. It is seen that the real error can
be higher than erra. However, decrease of the ergalso mean improvement of the actual
accuracy of the models. Additionally, in Fig. 3.9b a diattibn of support points selected
with adaptive sampling is depicted. It proves that the goame selected without any regular
pattern.

In some cases the procedure is not sufficient to construcigeesmodel of device re-
sponse due the ill-conditioning of the interpolation psohl It may happen if the model
orders are too high and then the technique of parameter sfpas®n is applied, as dis-
cussed in next section.

3.3.6 Division of parameter space

Division of parameter space is important if the responseooffex device is modelled (for
example has resonances) and/or superb accuracy is redjuesseich cases it might be im-
possible to construct a single rational model which covdrslerparameter space and assures
the desirable accuracy. To overcome the problem an autdrtetenique of parameter space
division was developed.

The important issue is to define a criteria for space divisiorthe proposed technique
two situations that results in division of parameter spaaend the adaptive sampling pro-
cedure:

e The size of the problem becomes too big to be efficiently shlve
e Further increasing of model orders leads to ill-conditwirgerpolation problem.

If any of these two situations occurs, the adaptive samgiags and the variance analy-
sis for each of the model parameters is performed. The sntladlesariance of distribution of
samples related to parameigis, the more data points are concentrated around mean value
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Figure 3.9 A 2-dimensional example of model order estimation: a) eveomumber of added support points,
(—) errorg, (—errorASL,, (—)errorAZ (—errorAL,, (—)errorAZ,
b) distribution of support points

of x;. A high concentration of data points in an area suggestsrihatt place/dimension
the model is poor, therefore that dimension is choosen taviged. Algorithm creates two
smaller subspaces with division of range of selected paeareo halves. The procedure is
run recursively.

For an illustration purpose, the proposed technique ofespadsion for a simple two-
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Figure 3.10 Sample space division in a two-dimensional c86e,X).

variate functionS(x, xp) is presented in Fig. 3.10. The main loop of adaptive sampliag
unable to create the single model of the structure. The fidepects how the initial parameter
space was divided into three non-overlaping smaller sudespaThe generalization of this
approach to N-dimensional spaces is straightforward.

To show the robustness of the technique, a very accuratelrabd@veguide iris from
section 3.3.2 was created. The required accuracy of modelesi@blished ag = 0.001
(-60dB). The procedure started with a sparse grid of 81 supmonts and adaptive sam-
pling with order selection reduced the error level to vall@Q@. Increasing of model orders
resulted in ill-conditioning of the problem.

To achieve the requested accuracy the initial parameteesgaown in Table 3.2, was
sequentially divided into three subspaces, presentedadle Ba6. At first, the range of width
of iris was divided, then, in one of the subspaces, the frecqueange was divided. For
each subspace an independent model of the device resposseeated. The histogram and
cumulative distribution function of the model error areg@eted on figure 3.11 and it shows
that 90% of samples have accuracy better than -50dB. The nearoémodel is -55.97dB
and maximum error drops to -38.55dB. The total number of stggmonts is M=460.
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Table 3.6 Parameter ranges for three subspaces created with autbpzatameter division scheme
‘ Param.‘ Model | ‘ Model Il Model IlI

f [GHz] | 11.855 - 18.02] 11.855 - 14.9375 14.9375 - 18.02)
a[mm] | 6.32-11.06 | 11.06-15.8 11.06 - 15.8
blmm] | 4.74-7.899 | 4.74-7.899 4.74-7.899

d [mm] 0.2-2 0.2-2 0.2-2

100
190
180
170
160
150
140

percent of samples [%]

130

cumulative distribution function

120

110

O | . ! 0
-80 =70 -60 -50 -40 -30 -20
error [dB]

Figure 3.11 Histogram and cumulative distribution function of modetoerin the case of application of
automated space division technique

3.3.6.1 Merging sub-models

One disadvantage of space division is a non-smooth respufng® models at the point
of connection of their domains. Since it is impossible to asg the continuity conditions
directly into model computation algorithm, this problensha be solved separately during
computation of the model response. The problem is illustran Figure 3.12, that shows
a plot of S;; parameter computed as the response of two models that dosdrequency
range. The discontinuity of the response can be seen clatig point where the parameter
space was divided.

In most of model applications the presence of response mliseity is not an important
issue. It is possible to perform a successful design usieg sunon-smooth model even
when the gradient-based optimization of the structurevielwved. However, if one needs a
smooth response in the entire parameter space, it is pessilsompensate for the discon-
tinuity, for example by using a cubic spline interpolatiomgedures in the area of model
connection, as presented in Figure 3.12. The a model resporthe area of the models
connection is computed from cubic spline interpolatiomgssix points located near to the
models connection (3 points from each model are taken intowad). The application of
cubic splines gives a smooth response with a continuousiérsiative. Additionally, it is
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Figure 3.12 Results of the proposed technique of model’s response rtigcity compensation:— Non-
smooth model response; spline compensated model responsepoints used for spline computation

fast and easy to implement.

3.3.7 Models of multi-port components

The technique described in the previous paragraphs canbenlysed to construct models
of a single scattering parameter versus frequency andtgteudimensions. In practice, an
engineer uses N-port components, which are described litelsng matrix that contains

several scattering parameters:

Sii - SN

S= (3.24)

SN1 o0 SN

To create a complete model of such a deviceSalelements of the scattering matrix should
be modelled independently. To speed up this process, theessige models can utilize
the results of electromagnetic simulations that were dirgeerformed. In such a case, at
the beginning of model development, the sparse grid is usentdate the model of first
scattering paramet&;i; with adaptive sampling and order selection. At this stagadsults
of the simulations of all scattering parameters are stddeate the procedure has converged,
all the stored data points can be used to start the generaftiorodel of the subsequent
scattering parameter. Each time the modelling of subsecpeattering parameter is started,
a test for initial model orders can be performed. The tesegns several models with
increasing orders and evaluates the biggest mismatch eetalesen pairs. The orders of
the model pair with the smallest mismatch are used as thalioitders for adaptive model
construction scheme. In the same manner the presentedl&ionuof multi-port device
model construction can also be used to create models of-moliie devices, as discussed
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in [75], where the generalized scattering matrix is used Imctv each considered mode
represents a separate port.

3.3.8 Technique specific issues
3.3.8.1 Algorithm convergence

Since the technique uses adaptive sampling to select thEo”upoints and an adaptive
scheme of model order selection, it can operate as an awdnaégorithm of surrogate
model construction. However, the proposed multivariatelefilng cannot guarantee that
further increase of model order and addition of supportfsawvould provide more accurate
model. This can be partly overcome by a procedure of autalhrsggace division, but nev-
ertheless the construction of some sub-models can failldaenditioning of interpolation
problem, which can appear in smaller sub-domains. Thexeforrare cases, when the re-
guested accuracyis very high, the technique can fail to generate a surrogatgeiwith
prohibitively high accuracy. In such cases it would be ndadeehange the model properties
in the area that such an unstable behavior appears, for éx@ypvidening or tightening of
the range of model parameters.

3.3.8.2 Specific issues related to mesh based solvers

One of the most important issues of successful creationtiofit@ model based on the elec-
tromagnetic simulation is smooth change of simulator raspavith changes of structure
geometry. It is a common feature of mode-matching basedlators, but may cause prob-
lems if mesh-based solvers (like MoM or FDTD) are used. Tlablem is illustrated in
Figure 3.13, where th&;1 response of a microstrip stub on a MCM-D substrate versus the
width of the stub is presented. The structure is simulatedguaDS Momentum at the
frequency 1GHz and re-meshed each time the structure diomsnshange. The mesh fre-
guency (a parameter used by ADS Momentum) is also set at 1Gldan be seen that the
transfer function is not smooth in the entire domain, thdidates a non-physical response.
A discontinuity of the response causes a huge problem ferpotation of data using rational
functions, causing unjustifiable increase of the modelorde

A way to circumvent this problem is to simulate the structwith a grid that is denser
than the one resulting if considering the frequency alomethé same figure the response
of the same device is shown with mesh frequency set at 100GHhis case the response
varies smoothly with the change of the geometry of the stubradwback of such a solution
Is an increased simulation time, due to a denser mesh.

3.3.9 A complete algorithm - flow chart

The flow chart of the proposed algorithm is presented in Edut4. In the main loop an
adaptive sampling of the parameter space is performedoptigitcon for increasing of model
orders is checked and detection of ill-conditioning is done
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Figure 3.13 Response of the stub on the MCM-D substrate versus the stith:wi mesh computed at 1GHz,
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Figure 3.14 Flow chart of the complete algorithm
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Figure 3.15 Capacitive iris geometry overview and sample iris respdoséxed iris widthd = 0.5mm.

3.4 Accuracy and efficiency comparison

In this section an application of proposed multivariateorad! interpolation technique to
responses of two waveguide structures is presented. Incaaeithe model consists of three
variables.

The same structures were already used in [79] as a testwseador validation of the
BCF approach described in section 3.2.3.2, which allows usmhopare the efficiency of
the proposed and former technique. For the sake of comparike structures were also
modelled using MLP artificial neural networks. In this casey three-layer networks are
used denoted as ANN | and ANN II. The former has 6 neurons ih &aer and the latter
has 9 neurons. Each network was trained on a uniform rectangud with increasing grid
density.

The proposed technique was used two times with differetidi@rders. The first option,
denoted as RAT |, has initial orders set\ag = [1 2 2 andVg =[2 2 2. In this case
the density of base rectangular gridds= 3. The second one, denoted as RAT II, has initial
orders seta¥sg = [2 2 2 andVe = [3 2 2, which enforce® = 4.

3.4.1 Capacitive iris in WR90 waveguide

The first test structure is a capacitive iris in the WR90 waweguilhe iris structure, along
with a sample iris response is shown in Fig. 3.15. The elewgnetic response of the iris
was computed using the mode-matching technique.

A three-variate model of the transmission coeffici8atwas created using the proposed
technique. The model consists of three parameters: freguenris heighth and iris thick-
nessd. Table 3.7 shows the range of model parameters.

The accuracy of the created model (mean and maximum rekdtiselute errors) vs. the
number of support points for RAT | and RAT Il schemes is presented in Tab. 3.8. In both
cases the algorithm needed about 70 points to reach theeatatorErsg meadelow -60dB.



46 Surrogate models and automated CAD of microwave compsnent

Table 3.7 Range of parameters of capacitive iris model
| Parameter| Range |
frequencyf | 7GHz - 13GHz

heighth 2mm - 8mm
thicknesd | 0.5mm - 5mm

® RATI
v e RATII
-10} ANN I 1
. v ANNII
® ¢ BCF
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Figure 3.16 Capacitive iris example: Comparison of the efEpgemaxs. the number of points used to create
model for different techniques.

It can be seen that the RAT Il scheme gives better accuracyheuwost is a higher number
of support points.

The results of modelling with neural networks are preseiriéiéb. 3.9. The number of
support points that gives comparable accuracy is much higinenetwork ANN | needs 216
points and ANN Il 125 points to achieve similar maximum em@srRAT Il with 64 points.
Additionally, in both tables a mean square efEgisg of the model computed on training set
is shown. It is seen that there is no correlation betweerkghg: error and actual accuracy
of the network.

Table 3.10 shows the results of BCF approach presented inlfy8jis case, the advan-
tage of presented technique is obvious: the BCF techniquesradsait 871 points to have
similar maximum error as RAT | with 71 points. However, theg& foints give -18dB lower
mean error than RAT |.

The efficiency of various modelling techniques is compareéFig. 3.16 that shows a
graphic representation of erreiksemaxVvs. the number of support points used. It can be
seen, that the proposed technique needs the smallest naindeapport points to achieve
high accuracy and has the fastest convergence comparitigenapproaches.
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Table 3.8 Multivariate rational approach

RAT | RAT II

L ‘ ERSEmax ‘ ERSEmean L ‘ ERSEmaX ‘ ERSEmean

27| —-158 | -282 64 | —446 | —66.0

28| —-364 | -513 68 | —500 | —69.0

36| —444 | -585 78 | —497 | -686

50 | —458 | —600 91 | —490 | -680

71| —462 | —620 || 171| —488 | —695

Table 3.9 ANN Results

ANN | ANN II
L | Ersemax| ErRsEmean Emse ErsEmax| ERsEmean Emse
27 | —237 | —419 | 436-10% | —6.0 -346 | 131.10%
64 | —324 | —609 | 155.10° || —233 | —439 |[232.1010
125| —443 | —670 | 750.-108 || —473 | —-751 | 931.1010
216 | —477 | -738 | 294.108 | —454 | —779 | 1.46-10°

Table 3.10 BCF approach results [79]

l L ‘ERSEmaxl ERSEmean‘

343 | —153 —555
593 | -314 —67.0
737 | —400 —76.5
871 | —470 —795
1375 | —477 -917
1758 | —54.7 -96.1

Table 3.11 Range of parameters of two-dimensional iris model

| Parameter] Range |

frequencyf | 8GHz - 12GHz
width a 8mm - 15mm
heightb Imm - 3mm

3.4.2 Two-dimensional iris in WR90 waveguide

The second test structure is a two-dimensional iris in the WiR&@eguide, shown along

with a sample response in Fig. 3.17. The electromagnetores of the iris was computed

using the mode-matching technique. The model consistsreé tharameters: frequendy

iris width a and iris heighto. Table 3.11 shows the range of model parameters. Since the

response of the iris has a resonant character it is moreuliffcmodel.
Table 3.12 shows the accuracy of created models for RAT | and IR&dhemes. Once

again RAT Il achieves higher accuracy, however the value aimmam relative error achieved

in both cases is below -40dB.
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Figure 3.17 Two-dimensional iris geometry overview and sample iripoese for fixed iris heighth = 1mm.
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Figure 3.18 Resonant iris example: Comparison of the eEggemaxvs. the number of points used to create
model for different techniques.

The results of modelling with neural networks are presemeékab. 3.13. The resonant
character of the modelled response caused lower efficiehogwal network scheme. The
best result achieved with ANN Il corresponds to 216 suppomits and maximum error
at level -49.4dB. However, the increase of density of the gdadsed over-training of the
network and loss of accuracy.

Comparing the BCF modeling results presented in Tab. 3.14dWensage of introduced
adaptive rational interpolation scheme is apparent. Witly 82 points one gets a model
with better accuracy as the one that involves 328 samplds BtF. This example shows
the benefits from use of the non-structured adaptive samplinontrast to the structured or
partly-structured ones. The results are illustrated in Eig8, that shows a graphic represen-
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Table 3.12 Multivariate rational approach

RAT | RAT II
L ‘ ERSEmaX‘ ERSEmean L ‘ ERSEmax‘ ERSEmean
27| —-122 | -278 || 64| —331 | -519
28| —-200 | —-378 || 65| —370 | —555
36| —329 | —-465 || 75| —372 | -553
50| —-31L7 | —-467 || 80| —372 | -535
59| —410 | -583 || 82| —437 | —604
Table 3.13 ANN Results
ANN | ANN II
L | ErsEmax| ERsemean| Emse ErsEmax| ERsEmean| Emse
27 | -88 —206 |6.0-10%° | —45 —218 |92.10%
64 | —144 | -372 | 91.10° -9.1 —275 | 80.-10°1°
125| —-195 | -560 | 1.9-10% || —254 | —600 | 1.6-10°7
216 | —375 —618 | 15-10° —494 —-687 | 21-10°7
343 | -356 —-604 | 29-10° —417 —687 | 5.3-10°7
Table 3.14 BCF approach results [79]
‘ L ‘ ERSEmax‘ ERSEmean‘
168 | —180 | —500
247 | —195 | -56.9
328| —311 | —632
560 | —331 | —66.5
736 | —-526 | —727
wh ! y
t ?""2 ¢W2 Gold, 3um
L, L Ly /
BCB, 45um
L, Lo

Figure 3.19 Structure layout with details of MCM-D substrate.

tation of maximum erroErsg vs. number of support points used for different techniques.
The figure confirms the best relation between the numericremested to create model and

model accuracy.
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Figure 3.20 Accuracy comparison of structure response computed wéhafiplication of created rational
models and built-in models from Agilent ADS circuit simwat (---) electromagnetic response;— re-
sponse obtained from created models, - response of models from Agilent ADS. Structure dimensi@)s
wo = 0.157mmw; = 0.157mmw, = 0.05mm,w3 = 0.2mm,L; = 2.5mm,L, = 1.3mm,L3 = 1mm,
b)wgp = 0.157mmw; = 0.1lmm,wp, = 0.1mm,w3 = 0.lmm,L; = 2mm,L, = 2mm,L3 = 2mm

3.4.3 Comparison with commercially available models

Most of the commercial tools dedicated to design of micr@veemponents have own li-
braries of commonly used discontinuities. However, moghefn uses quite old, standard
closed-form models which accuracy is often limited, coregato electromagnetic simula-
tion results.

To show the advantage of surrogate models based on thesrestiite electromagnetic
simulations two microstrip elements were modelled usirg téthnique proposed in this
thesis: a section of microstrip line and an open-end stule @drameters assumed for the
microstrip line were as follows: frequendyc (1GHz— 40GH2), line widthw € (50um—
2mm) and line lengthL € (0.5mm— 2mm). The stub has five parameters: frequericy
(1GHz— 40GHz), width of the input linew; € (0.5mm—2mm), width of the output line
W € (0.5mm-— 2mm), width of the stubws € (0.5mm— 2mm) and length of the stub €
(Imm-—2.5mm). The models were created with tolerarge= 0.003 in the case of the
microstrip line and = 0.01 in the case of the stub. The cascade connection of thesngtt
parameters of this basic elements allows one to obtain y palfameterized model of the
structure presented in Fig.3.19.

Figure 3.20 shows a comparison of accuracy of the evaluafistructure response for
different structure dimensions. The reference are theacienistics computed with a full-
wave tool using method of moments (Agilent's Momentum). Ha same figure a response
of the structure calculated with the Agilent ADS 2005A cit@imulator is presented. Ag-
ilent ADS has a built-in library of surrogate models for a fesechnologies. However, it
can be seen that the models have a limited accuracy and infsequency ranges the error
of the response is high. On the other hand, the response ¢tedith application of the
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models developed with the technique proposed in this tiesery close to electromagnetic
response. It has to be noticed, that the computation oftstieicesponse using electromag-
netic solver (Momentum) takes about 7s for a single frequemmint. The application of
surrogate models reduces this time to 0,05s (Matlab imphatien).
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Chapter 4

Equivalent circuits of LTI devices

4.1 Introduction

Linear time-invariant (LTI) devices are basic building ¢hs of every electronic circuit. Lin-
earity implies that the relation between the inputs and wistgatisfies the superposition
property. Time-invariance means that an input affected byna delay should effect in a
corresponding time delay in the output. LTI system is désctin time-domain with an im-
pulse response and in frequency domain with transfer fanetihich is a Laplace transform
of the system’s impulse response.

The LTI devices can be represented in a form of so-calleduivalent circuits Equiv-
alent circuits are representations of complex electroeMaks created using lumped ele-
ments that accurately approximate the characteristidseobtiginals. They are essential for
computer simulation of high-frequency electronic devic€onstruction of the equivalent
circuit allows one to include a distributed elements, sigetransmission lines, interconnects
or other passive elements to SPICE-like circuit simulat@enerally speaking, equivalent
circuits can be categorized into two groups:

e Physical models, involving only RLC elements with non-negatalues.

e Realizations of the transfer functions.

Physical models are derived from the device’s structurepdnysical effects expected to be
present in the device. In general, they are accurate andrsameepassivity, however, they

are difficult to construct for an arbitrary structure. Reatiians of the transfer functions in

a form of rational representations of admittance/impedancscattering functions are much
more versatile, nevertheless some additional effort hdsetmade to assure the passivity
of the circuit. In general, a robust technique of equivat@rduit synthesis should have the
following features:

e It should be versatile, i.e. construction of equivalentuwits of an arbitrary devices
should be possible;

e The procedure should be as automated as possible;

¢ It should be capable to construct equivalent circuits baseftequency domain data
obtained in result of EM-simulation or measurements.

53
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In this chapter both types of SPICE-compatible equivalarcud construction of linear,
time-invariant networks are investigated.

4.2 Physical equivalent circuits

Knowledge of device’s physical structure can be exploiteccbnstruction of equivalent cir-
cuit. From this knowledge a general scheme of the frequamgpendent physical equiv-
alent circuit can be deduced which is common for a group ofcgsv(white-box model).
This approach is popular in the case of transistors [98]rwsicip discontinuities [5] or
intergrated inductors [135].

The first step is to find a general circuit topology. For selvdesxices the topology of
equivalent circuit is well documented. However it is difficto find one for an arbitrary
structure and this is a main drawback of physical models. ¥ sep is to find the values
of equivalent circuit elements (resistances, capacit@ace inductances) for a particular
structure dimensions. This can be handled using eitherttaime parameters to extract
inductance/capacitance values or with an optimizatiomagugh, where the following scalar-
valuated cost function is minimized:

N N K

F:izlz > 1S (f) = S (F) (4.1)

=1 =1k=1

whereN is a number of portsK is a number of frequency points§;; and§j is thei, j-th
element of scattering matrix of the optimized circuit anference data, respectively. The
cost function can be minimized with either gradient or gengptimization methods [124].
Values of the circuit elements for different structure dinsiens can be then parameterized
using closed-form physical-based equations.

Physical models are compact, accurate and can be easilporated into CAD software
like SPICE. On the other hand, the technique itself is notatdes i.e. there is a limited set
of devices that can be described with deducible and simplevagnt circuit.

lllustrative example. For a sake of an illustration an extraction scheme of egemtal
circuit of integrated inductor on silicon substrate in anfioof physical substrate-coupled
model [63] (presented in Fig. 4.1) is investigated. The sabes and a sample structure of
the inductor is presented in Fig. 4.2 and Fig. 4.3, respelgtiv

The circuit has a form of pi-circuit with elements repressgmskin and proximity effects.
The circuit structure corresponds directly to electronsdigreffects that occur in operation
of inductor. It consists of 14 elements: capacitar@gs andCyy between the wire and the
substrate, substrate capacitanCgs andCsjp, substrate resistanc&sj; and Rsjz in direc-
tion perpendicular to the substrate surface, wire indwetshs andLgy, resistance&s and
Rsk describing the skin and proximity effects, capacitancevben terminal<s, substrate
resistanceRyyp and inductance.gy in direction parallel to substrate surface and coupling
coefficientM between_s andLg,

The circuit was used to represent a 2.5-loop octagonal toduwn BICMOS substrate
in frequency range DC-10GHz. Scattering parameters of tthector for fixed geometric
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dimensions (strip widthv = 12um inner radiuskR = 70um, spacing between the loogs=
5um) were computed using ADS Momentum electromagnetic solvdnesed as a reference
values for a circuit optimization. The response of the dtraith optimized values of the
elements is presented in Fig. 4.4. In the frequency band D&HEOthe root mean square
errorErumsin the case 06,1 andS1 responses is -73.2dB and -70.3dB, respectively, which
confirms a good accuracy of the equivalent circuit. The \&bfeextracted circuit are shown
in Table 4.1, denoted as IND I. The extracted circuit can lvectly incorporated into a
circuit simulator.

Since the circuit topology corresponds to physical phenm@rtbat occur inside of the
structure, the values of the elements are strongly coeat structure dimensions. There-
fore, changing the structure dimensions one can deducacthesise or decrease of values of
lumped circuit. For example, it is expected that the inceedshe number of turns of the spi-
ral causes increase of the wire inductahgand resistancBs. To show the relation between
the elements of the equivalent circuits and the structurarpaters, an inductor with the
same dimensions was analyzed with a modified conductivith@imetal strip, which was
decrease fromy = 3.4- 107% tooc=3.0- 107%. From the response of the modified structure
the physical equivalent circuit was extracted, shown in #laband denoted as IND Il. One
can expect that the decrease of the conductivity shouldlynaicrease the restive element
Rs, which is confirmed when one observes the values of the egttajuivalent circuit.

Since the physical circuit exploits the physical effectssant inside of the component,
it is accurate in a limited frequency range. The increasehefftequency of the interest
causes, in general, increase of influence of the parasiéctefon the operation of a device.
Additionally, some new effects might occur that had not tdddeen into account on lower
frequencies, resulting in limitation of the accuracy of #givalent circuit. For example,
Fig. 4.5 shows a wideband (DC-40GHz) response of the octhagmhactor and extracted

Cq Air
| =l
il ¥
R Passivation, & =3.4 4um
sk
Metal, & =3.4*10"S/m aum
SiOp, g=4.1 3um
Metal, 5 =3.4"10"S/m 0.66um
Si0 »
& =41 5.2um
silicon substrate
gr=11.9
6=7.47S/m 750um

metal groundplane

Figure 4.1 General wideband equivalent circuit Figure 4.2 Silicon substrate cross-section as sim-
of integrated inductor on silicon as proposed in ulated in ADS Momentum
[63].
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Figure 4.3 Three dimensional field visualization Figure 4.4 Electromagnetic vs. extracted equiv-
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Figure 4.5 Response of substrate-coupled equivalent circuit in widguiency range:- (-) electromagnetic
response,{) extracted circuit response.

substrate-coupled equivalent circuit. It can be obsertieal, above 25GHz the structure
starts to resonate, i.e. the parasitic capacitance syramgleases. However, for such high

frequencies the physical circuit does not comply with thiempomenon and loses of the
accuracy.

4.3 Realizations of transfer functions

An alternative to the physical equivalent circuits is thalimation of the transfer function

with lumped elements. This approach is based on a ratiopatsentation of the transfer
function of multiport component.
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Table 4.1 Comparison of equivalent circuit elements extracted froodeh response and electromagnetic
simulation. IND Il corresponds to decreased metal condigti

] Element[ IND I \ IND I \

Ls[nH] | 2.033| 2.035
R[Q] | 144 | 160
GIfF] | 31 | 47
Coa [fF] | 76 82
Coe[fF] | 76 73
Ra[Q] | 579 | 615
Ri2[Q] | 606 | 561
Cai[fF] | 237 | 228
Cs2[fF] | 172 | 185
Lsw[NH] | 0.562 | 0.542
Raub[Q] | 42 | 184
Le[nH] | 0.913] 1.06
Rx[Q] | 52 | 6.2
M 1 1

4.3.1 Rational representation of LTI systems

In general, admittanc¥(s), impedanceZ(s) or scatteringS(s) matrices of linear time-
invariant circuit can be represented in a form of a ratiooattion in the frequency domain:

[ M 11 M ki12 M kilN T
C s-h (o s-h c s-h
i;5+pi+ 11+8-hig i;5+pi+ 12+S-hio i;S+pi+ N+ S han
M ki21 H M ki22 n M kiZN n
+Co1+S- +Copo+S- +Con+ S
H(s) = i; sip A o1 i; sip 2 02 i; sip hoa N
M kiNl M kiN2 M kiNN
C s-h C s-h C s-h
_i;S+pi+ N1+S-hny i;S+pi+ N2 +S-hne i;S+pi+ NN+ NN_
(4.2)

wherekH is the residue of the matrix elemeif; related withp-th pole,M is the function
order ands = jw is a complex frequency. All elements of the matrix can be desd
with the same set of common poles (real and complex). Sinedirtie domain response
of the device has to be real, the complex poles and corresppnesidues have to occur as
conjugate complex pairs. A sufficient condition for respots be real is is to ensure that
Hij (s) has a form:

K(s)
L
the polynomials of numeratd{(s) and denominatok(s) have a real coefficients. For the
sake of simplicity, in further investigations, Ief(s) denote anyH; j element of the matrix

Hij = (4.3)
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H(s).

Stability. Stability is a fundamental issue in electronic engineeriiyery stable linear
time invariant network need to satisfy the stability coimtit of which a general definition is
as follow:

Definition 1 It is said that circuit is stable in € (0, ) if all the inputs reach a steady states
fort < oo:

/ In(t) [t < o (4.4)
where Ht) is the impulse response of the circuit.

From the above definition a sufficient condition for stabibf rational representation (4.2)
can be derived, which states that all of the pgdgshave to be stable, i.&k¢g pm) < 0.

4.3.2 State-space representation of LTIl systems

Every stable LTI device can be represented in a form of capntis time-invariant state-
space model [2]. State space representation is a mathahatclel of a physical system
represented as a set of input, output and state variabladeby first-order differential
equations:

X = Ax+Bu (4.5)

y = Cx+Du (4.6)
whereA is the state matrixB relates the input variables to state variabeselates the state
variables to output variableB, relates the inputs directly to the outputss the state vector,
u is the input vector, any is the output vector. The dot denotes time-domain derigativ

Both time and frequency domain models are connected by Laplansform. The response
of a frequency domain model can be computed using stateegjgscription as:

H(s)=D+C(dl—A)'B (4.7)

The rational representation Hif(s) in form of (4.2) can be converted to a time domain state-
space model (macromodel).

Realization of real poles. In general, a Jordan-canonical realization of state-spamel
of N-port device described by a transfer function (4.2) viitlneal poles has a form:

PR O - 0
ML
0 0 - Py
E1
B | B2 (4.9)
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C= [ Ki Ki -+ Km } (4.10)
C11 Ci12 -+ CIN

p=| 7 @11)
CNn1 CNn2 oo+ CNN

whereB is aN x N matrix with all diagonal elements equgl Ej is aN x N unitary matrix
andkK; is aN x N matrix of residues associated with tith pole.

Realization of conjugated complex poles. If rational model (42) is described with a set

of complex conjugated polgg = w+ jz (i = 1...M), the direct realization of (4.6) have a
form:

A O
A:{ 0 AJ (4.12)
B1
o[ w13
C=[Ki Ki - Ku Ki Kf - K}y ] (4.14)

where matrixAq is diagonal matrix with form of (4.8) based on poles wiith(p;) > 0 and
A is a complex conjugate @. Matrix By has structure of (4.9) arfdl is unchanged. Such
a model has to be transformed to eliminate complex values fratricesA,B,C which is
necessary to assure a real valuated time domain resporsgs inéroduce a transformation:

I )

R=T x (4.16)

wherel is a unitary matrix. Applying the transformatidnto the original state-space system
one obtains model with real matricAsB,C,D.

~ 1 RegA1) Im(Ag)
A=TAT 1= [ im(A) RelA) } (4.17)
é:TB:[Z?] (4.18)

C=CT [ ReKy) Im(K1) ReKz) Im(Kz) --- ReKn) Im(Kn) ] (4.19)

D=D (4.20)
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Relations betweerY (s) and §(s) models. For a given state-space modeB,C,D of an
admittance functiolY (s) it is possible to convert the model into a merB C D represent-

ing a scattering functio(s). LetZ denotes reference impedance matrix whose diagonal
elementy; is an impedance of the i-th port. With such assumption thestoamation is [23]:

A = A-B(l+D)'C

B — B(+D) 'z,

€ = —22,204D)'C

D = zg%(l —D)(I +D)’1Z(;% (4.21)
and it is assumed that + P)é exists. Similarly, the following transformation relatéset
scattering representatiénB,C, D with the admittance mod&{,B,C,D:

A = A-BD+z;Y)'C
B = 28z7(1+2ibz))"
C = —(1+2:bz2)'zz€
D = (1-22DzZ)(1 +z2Dz2)* (4.22)

1.1
assuming thél +23DZ3) ! exists.

4.3.3 Lumped realizations of LTI circuits

The state-space notation and rational models can be usedristruction of lumped equiv-
alent circuits. Opposite to physical models, the lumpethel&s of the resulting circuits are
not directly related with physical structure and is it verfficult to predict how the change
of the structure geometry influences the values of the etgunvaircuit.

SPICE network from state-space model. The state-space model (4.6) that represents the
admittance or scattering parameters can be directly eghfiz an electric circuit using resis-
tors, capacitors and voltage/current controlled sour2zedi general, for afN-port device,
the realization of the scattering representation has a strown in Fig. 4.6. It consists &f
input/output andN - M state subcircuits. Addition@ input-output circuits are added using
the relations between incident and reflected wayels, and voltage and current amplitudes
Vi, ik atk—th port:
Vi — Zokik
by N (4.23)
Vit Zokik
2v/Zox

whereZy is the characteristic impedance of theth port.

(4.24)
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T 2 ‘:/mzi“ T@ in ja k R= d%k lcklxl %lckzxz %lckMxM %ldklal %ldkzaz ldeaN

J-th state

|’f, %Cm =1 RzaL lajlxl lajzxz %la]MxM %lblal #lbﬁaz %lbmaN
i

L

Figure 4.6 Electric networks that realize k-th input/output port artti gtate of state-space model (scattering
representation).

L,

Figure 4.7 An electric network that realizes one-port admittance Y(s)

SPICE network from admittance rational model. From the circuit theory it is well
known that an equivalent circuit corresponding to the passtional model of admittance
matrix can be constructed using Foster’s or Cauer’s reaizaf the rational function [116].
A one-port equivalent circuit realization of the admittarianction:

Mc

Y(s):svm+vo+§ fm +Z< %, % ) (4.25)
Mm=1S—Pm & \S—Pn S— Py
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is presented in fig. 4.7. The realization uses the lunfpédC elements. The values of the
realization can be determined from the following relati{®):

Gs = Yo (4.26)

Cs = Yo (4.27)

R, — % (4.28)

r _ _Pm

Lh = - (4.29)

e 1

LS = srgas o] (4.30)
LSCSllpnl> = RIGR+1 (4.31)

G _  Reanpn)

C§  Rean) (4.32)

R Reanpn)

Since the passivity of the realization is guaranteed, itteptable that elemen&L,C have
negative values. The one port realization can be genedditzmultiport devices and in that
case a full admittance matr¥y N (S) can be realized as a complete graph with N-vertices
corresponding to N-ports. Each branch of the graph reptesenadmittance realized as
one-port realization. The branch betweaepvertices is a negative value of the admittance
Yij(s). Additionally them-th port admittance (branch between the port and groundjeis t
sum of all the admittances m-th row of admittance matrix.

Example. In section 4.2 it was shown that the physical equivalentudiraf an octago-
nal inductor is valid in a limited frequency range. The saméelvand response was then
represented in the form of a rational model, converted testhte-space representation and
realized as a SPICE network. The wideband rational modelystio Table 4.2, has M=6
poles. The erroErnsof the model is equat-89.2dB for S;1 and—1032dB for $; param-
eter, and the accuracy of the constructed equivalent ticthe same as the one of rational
model. It is worth to notice, that the accuracy is signifitamigher than what could be
achieved in the case of physical substrate-coupled cirEugt4.8 shows the comparison of
EM-response and its realization. It is evident that theafirealization of the transfer func-
tion is accurate in the whole frequency range, also in tha atere the physical model fails,
which proves the versatility of the technique.

However, opposite to the physical equivalent circuits ciefficients of the transfer func-
tion (and, in consequence, the elements of the equivaleniitican not be directly related
to the changes of the modelled structure. For example, theumiance of the metal strip of
the inductor was modified in the same manner as in sectionth@.rational model of the
response of the modified structure is shown in Tab. 4.3. lbesseen, that it is impossible to
predict which values of the poles and residues change watimibdification of the structure.
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Table 4.2 Rational model of the octagonal inductor, CASE 1.

‘ i ‘ polesp; residuesct?t ‘ residues? ‘ residues??
1 -8.7629 -0.0034424 0.045988 -0.062744
2 -17.819 0.88858 0.9803 1.103
3 -52.382 -59.281 58.037 -59.003
4 -223.83 -3.2252 14.082 1.6851
5 | -202.56 + 449.49j -251.53 - 196.65i| 132.69 + 64.723i| -197.82 - 189.52i
6 | -202.56 - 449.49i| -251.53 + 196.65i] 132.69 - 64.723i| -197.82 + 189.52i

Table 4.3 Rational model of the octagonal inductor, CASE Il - reducécwonductivity.

’ [ ’ polesp residuesc? ’ residues?? ‘ residues?? ‘
1 -15.051 0.48454 0.75525 0.24911
2 -28.557 1.2166 0.037476 2.457
3 -52.294 -61.51 58.97 -63.134
4 -132.19 -2.1707 7.4966 2.8129
5| -193.63 + 407.85i -224.57 - 195.51i| 133.08 + 72.029i -176.8 - 188.02i
6 | -193.63 - 407.85i| -224.57 + 195.51j| 133.08 - 72.029i| -176.8 + 188.02i

Figure 4.8 Response of circuit being a realization of transfer funcijscattering parameters) of octagonal
inductor in a wide frequency range: () electromagnetic responsej equivalent circuit response.
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4.4 Techniques of rational data fitting

In practice, the construction of rational representatibthe transfer function based on the
sampled response in the frequency domain is not a trivikl 8o common techniques that
are used for construction of rational representation are:

e Direct interpolation scheme

e \ector fitting

4.4.1 Directinterpolation scheme

Direct interpolation scheme is the most often used teclenajuational model construction,
commonly used in filter design [3, 36, 76]. With this approdivh device respondé(s) is
interpolated with a rational function as:

K(s)  ko+kisS+koS+ - +kps
L(s)  lo+l1S+I128+ - +1gsR

H(s) ~ (4.34)

at a set of discrete frequency poistsvherei = 1...1 andP,Q is the order of numerator and
denominator, respectively. A linearized interpolationlgem has a form:

K(s)—H(s)-L(s)=0 (4.35)

It can be rewritten in a matrix form as:

K —L]['I‘]:o (4.36)
where:
1 s & ... 8
Kixp = L% '_: % (4.37)
1 s ¢ .
His) Ss)-st H(s) & ... H(s1) S5
Loe | H®) Se)= HE)$ . H)-s (4.38)
H(s) S(s)-s H(s)s§ ... H(s) s
k=[ko ki ... kp]" (4.39)
I=[1lo Iz ... Ig]" (4.40)

Since the respongdé(s) is a complex valued function, an additional modificatioreiguired
to ensure the poles of the resulting model come out as pexdagplex-conjugate pairs. For
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that to happen, sufficient is to construct the problem aslavad@ed one with transformation

of the matriceK andL as:

[ 1 Res) Res) Re(s)) ]
0 Im(s) Im(sf) Im(s7)
K2|><p: (4.41)
1 Res) Res) Re(s)
| 0 Im(s) Im() Im(s7) |
[ Re(H(s1)) ReH(s1)-s1) Re(H )-$2) ... ReH(s1)-sP) |
Im(H(s1)) Im(H(sy) 1) 1)) ... Im(H(sp)-s7)
L2|><p: . (4.42)
ReH(s)) RefH(s)-s) ReH(s )-$) ... ReH(s) )
_Im(H(s|)) ImH(s)-s) Im(H(s|)~s,2) Im(H(s)-sQ)_

That ensures the coefficierksl are real, so the poles and the residues come as perfect
conjugate complex pairs.

In the case of modelling of multiport devices it is possildeenforce the same set of
common poles for each transfer function. For example, ircdse of two responsés; (s)
andHx(s) one gets a problem:

K(s) ko + kiS+kos? + - - - 4+ kps”

(
Hi(s) =~ =
1(s) L(s) lo+lis+ 1282+ +1gs®
N(s) no+ms+ns+---+nsV
H ~ — 4.4
2(9) L(s)  lo+lis+128%4---+1gsR (4.43)
K(s) —Hi(s)-L(s)=0
N(s) —Hz(s)-L(s)=0 (4.44)
which is then rewritten in the matrix from as a real problem:
K 0 L K
2axp Q2axwL —L2ixqQ nl—o 4.45
O2xp Naxw —Laxo ] | (4.45)

The structure of sub-matric& N andL is the same as (4.41) and (4.42), respectively. The
techniques for solving the equations 4.45 and 4.36 are piesén Appendix B.

Once the problem has been solved, the coefficients of thepolials of numerator and
denominator are obtained. The equation (4.34) can be thenitten in pole-residue form,
similar to 4.2.

The main issue related to direct approach is poor-condiitgpaf the interpolation prob-
lem and bad-scaling, which limits its applications to narfoequency band responses de-
scribed by low-order functions.
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4.4.2 \ector fitting

Vector fitting and its modifications [29, 42, 44, 48] is a véilsaechnique of parameter ex-
traction. The resulting rational model has a pole-residuenf

His =3 rmp +c+s-h (4.46)

The technique is iterative as it starts from an initial gugflssiodel poles and then modifies
them to improve the model accuracy. It is possible to modwilsifunction or groups of

functions that form a vector. In the second case all elen@ritse vector are fitted with the

same set of common poles, which is very useful in electrongireeering. Finally, it deals

with poor conditioning of direct interpolation. The ratadrinterpolation problem is solved
in two stages.

Stage 1. Pole identification. For the assumed set of initial poleg, the approximation of
H (s) in multiplied with unknown functioro(s). It is also assumed that(s) is approximated
with a rational function with the same polests):

a(s)-H(s) } ~ | =15~ Pm (4.47)

The initial poles are selected as complex conjugate ppies- W= jz placed in a linear
manner over the frequency of interest. The recommendee wdlpoles’ real part isv = 55
[48].

The following equation can be derived multiplying the settoow of (4.47) withH (s):

M m M Fm
( z 5 +c+s-h>z( zls_ﬁanl)-H(s) (4.48)

=15~ Pm m=

which is then rewritten as:

M 'm M Fm
< > 5 +C+s.h>—H(s)-< le_ﬁm>:H(s) (4.49)

m=1S" Pm m=

This forms a linear problerﬂ)’( — b with unknownsr,, fm, ¢ andh that can be solved when

written for a set of discrete frequencigsi = 1...1. K-th equation of the problem has a
form: () (89
- 1 1 H (s¢ H (s« }
= — ... — 1 — .. ~ 4.50
A {S&—pl Sk— Pwm * Sk— P1 Sk— Pwm ( )
X= [ rh ... rm C h I71 FM ] (4.51)

by = H(s«) (4.52)



Chapter 4  Equivalent circuits of LTI devices 67

As in the case of direct interpolation, some additionalffoneeded to ensure the conjugacy
of the model residues in the case of complex polep; #dhd g, 1 is a pair of conjugated poles
Pi =w+ jzandpi+1 = w— jz with corresponding residuesris= u-+ jv andri 1 = u— jv,
then the following transformation in (4.50) is applied:

1 1 1

— — + o
S — Pi =P =B
1 1 1

—

S— i1 S— 0 s—p

(4.53)

(4.54)

which ensures that the corresponding residues are simplgl agandv, respectively. Ad-
ditionally, the problem should be written as a real one twerd the complex poles being
conjugate pairs, similarly as in direct approach.

Once the problem has been solved, one gets a rational repatea ofH (s) in the form:

M+1
52
m=1
"M+1
[15-2
m=1

H(s) = (4.55)

wherez;, and 7, are the zeros of the fitted approximationsagt) - H(s) ando(s) respec-
tively. Whatis important, the calculated poles of Hhés) are the same as zerosaifs) - H(s),
which gives a corrected set of polpg. The resulting poles are taken as a better estimation
of initial poles and the procedure is reiterated.

Stage 2. Residue identification. Once the set of poles is compgted,~the residyesf
(4.46) can be calculated as a solution of a linear least squapblemAX = b. To ensure the
conjugacy property, the problem is defined as a real-valned o

- 059

Re(A)

Im(A)

4.4.3 Stability enforcement

Both techniques provide a rational representation of fitita,dhowever it may occur that
some poles of the resulting rational model are not stablehigncase the simplest solution is
to flip the poles into a left half of s-plane by reversing of ggn of the real parts of unstable
poles.

4.4.4 Comparison of fitting techniques

The techniques described in the previous sections weréedpiol the same set of real-life
data to reveal their properties. Figure 4.9 shows a modstledture, which is a section of a
meander microstrip line. The substrate parameters arectlie constang, = 2.2, substrate
heighth = 0.508mm, ta® = 0.002. Structure dimensions are: strip width= 1.57mm,
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Figure 4.9 Layout of a meander microstrip line.

Table 4.4 Comparison of accuracy of direct and VF interpolation sobeffor different

model orderv

‘ M ‘ Condition number’ ErmsDir ‘ ERMSVF‘

12 1.77-10° -58.32 | -60.31
18 2.78-10 -77.90 | -81.24
24 4.47-10% -94.00 | -99.74
30 2.24. 1074 -17.36 | -101.16

length of the line sections= 25mm and spacing between the lires 1.57mm. To compute
the scattering parameters of the test structure the eteatynetic simulator Agilent ADS
Momentum was used. Two cases are investigated, namelywiaanol wide-band modelling.
In both cases th&;1 and$y; scattering parameters are fitted with the same set of poles.

Narrowband application The structure was analyzed in the frequency band from DC to
4GHz with the frequency stepf = 100MHz. The obtained scattering parameters were fitted

Direct, M=24

05 1 15 2 25
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Figure 4.10 Rational models created with direct and vector fitting appho () ||S11]|
model, () ||| model, (**) ||Si1|| reference data}{* ) ||| reference data, )

IS11]| fitting error, (—) ||Sz4]| fitting error.
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Figure 4.11 Location of poles on the-plane for Figure 4.12 Wideband rational model created
models with ordeM=24: (o) Direct interpolation, with direct approach: ) ||Si1|| model, )
(e) Vector fitting. ||S21|| model, & — —) ||S11]| reference data,« —

—) |S21]| reference data.

using both described techniques to obtain rational reptaen with increasing model order
M=12,18,24,30. The errdirmsfor both models is presented in Table 4.4. In the same table,
the condition numbex, computed as the ratio of maximum and minimum singular \sabfe
the interpolation matrix (4.44) is shown. In both cases ilgaédr the model order, the higher
the accuracy of the fitting. However, in the case of directraggh the ill-conditioning of
the interpolation problem appears when the order reabhe®0 and the resulting model
Is unusable. The vector fitting creates models with betteuracy, and is free of the ill-
conditioning problem.

A comparison of the fitting results for a constant model oMef4 along with the error
distribution is shown in Fig. 4.10. The real absolute erifdhe fitting was computed as:

A = 20-logyo(]|S; — S ) (4.57)

for both S;; and &, responses, wher§; and §j is the response of rational model and
reference response, respectively. Figure 4.11 shows teedpiribution for the obtained
models withM=24 poles. It is worth to notice that despite the similar aacy of models
(error Amax below —60dB), both representations have noticeably differentagtsles. The
rational model is not unique, i.e. there are plenty of ratlanodels described with slightly
different sets of poles that approximate the device respwith similar accuracy.
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Figure 4.13 Wideband rational model created with vector fitting apploat—) ||S11|| model, &) S|
model, =) ||Si1|| reference datax() || S1|| reference data—€) ||Sy4| fitting error, (—) ||S1]] fitting error.

Wideband application The structure was also simulated in a wide frequency bard 0
20GHz with frequency stepf = 50MHz. Both techniques were applied to fit the set of
scattering parameters. Since the frequency band becanes, i@ order of the rational
model had to be increased. The model order was sbt=a0. In this case the condition
number of the linear problem solved in the direct approachweay high and equal 3- 10*,
which caused the solution of the problem was inaccuratdy@asrsin Fig. 4.12. On the other
hand, the vector fitting technique was able to create a aat@fy model. The results of the
fitting are shown in Fig. 4.13. In this case the error \Eags=-82.02dB.



Chapter 5

Passive LTI circuits

5.1 Introduction

Passivity implies that a circuit can not generate more gntrgn it absorbs. A non-stable
or non-passive equivalent circuit of a passive device isphgsical and leads to improper
simulation results. What is important, for a circuit that @rposed of smaller subcircuits,
the stability of those subcircuits does not ensure thelgiabf the whole. In fact, the lack
of stability of the model can cause two basic problems:

e Stable but not passive circuits may lead to unstable sysidmsa connected to other
passive systems

e Transient simulations of non-passive networks may eneswsume artificial oscilla-
tions

A non-passive device, when loaded with an arbitrary impedaoan lead to a distorted re-
sponse of the system in frequency domain and to a non-stabigation in time domain.
Therefore, in the case of modelling of passive devices, #temral representation (4.2)
should fulfil the stability and passivity conditions. Hoveeythe circuit composed of pas-
sive subcircuits is guaranteed to be stable [104]. As atiesegn a small lack of passivity
may influence the results of simulation both in time and feegqry domain. A rational rep-
resentation obtained as a result of rational data fittingereure stability and high accuracy
of the model in a desired frequency band. However, the fitisagniques cannot ensure the
passivity of the model, which is essential in time domainlysis.

As an example, in Fig. 5.1, a very simple structure of a unifaricrostrip line is shown.
The structure was analyzed using ADS Momentum from DC up @H0and an equivalent
circuit of the structure was generated without taking cdiigsgassivity. Then the line was
loaded with a passive RC circuiR€1kQ andC=1pF) (Fig.5.2) and excited by a sinusoidal
voltage source with frequency 18GHz. Figure 5.3 shows the-lomain response of such
a circuit. It is seen that the circuit is not stable and thergyné the circuit increases, in
contrast to the passive model. The example shows the immuartat preserving the passivity
of the equivalent circuit if the original device is passive.

In this chapter a techniques of passivity enforcement ofitbdel are investigated.

71
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Figure 5.1 Modelled microstrip line Figure 5:2Modelled microstrip line loaded with
RC circuit
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Figure 5.3 Time domain simulation results of passive-( and non-passive—{) equivalent circuits of mi-
crostrip line, both loaded with the same impedance
5.2 Passivity criteria

The most general definition of passivity in electronics ergring is as follows [104, 123]:

Definition 2 Electronic circuit is said to be passive if energy absorbgdhe network via
its terminals is grater than energy stored inside for evametperiod i > to:

/ VT (1) i)t > efty) — elto) (5.1)

0

where v and i denotes the voltage and current vectors in n{gontinals and &) is energy
stored inside the circuit.



Chapter 5  Passive LTI circuits 73

5.2.1 PR and BR criteria

In the case of impedance/admittance rational representtiis definition is equivalent to
positive-realness (PR) condition. The functld(s) is positive real when [7]:

H(s) =H(3) (5.2)

H(s)+H(s)" > 0in{s:Regs) > 0} (5.3)

where > denotes the semi-definiteness. A system described witkesogt parameters is
passive if the rational representatidiis = jw) of §(jw) is bounded real (BR) [7]:

Vo 1—H(jw)"H(jw)>0 (5.4)
which is equivalent to the condition:
Vo maxo(H(jw))) <1 (5.5)

wherea(H (jw)) denotes the singular values of matHX jw). Both PR and BR criteria are
defined in frequency domain, therefore to check passivitperties oH (s) the frequency-

sweep test has to be done. However, for accurate test, dangdisg of the frequency
domain is required, which is a significant drawback of thitecion.

5.2.2 Hamiltonian based criteria

More robust passivity criteria are based on a state-spacesentatiod, B,C, D of the sys-
tem. The basic theory of these criteria was proposed in [1&]us consider a Hamiltonian
matrix derived from a scattering representation:

A-BRID'C —-BR1BT

Him = C'Qlc -AT+C'DRIBT

(5.6)

whereQ = (D'D—1) andR= (DD' —1). As shown in [43] the state-space model is guar-
anteed to be passive only if matik, has no imaginary eigenvalues. Additionally, i is
the eigenvalue dfl,; and a maximum singular value of matik(s) crosses value 1 gtuy,
thenuy is a frequency which denotes the cross-over from a nonygagsiquency band to a
passive one.

The same criterion can be applied for admittance/impedatate-space representation.
In this case the appropriate Hamiltonian has a form:

A+BQIC BQ BT

Hm= _CTQfIC _AT _CTQleT

(5.7)

whereQ = —(D+DT) and the passivity constraints imposed on eigenvalues dfithare
the same as in the case of scattering matrix.
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5.3 Passivity enforcement

5.3.1 Existing solutions

Several techniques of passivity enforcement have already proposed. In this section the
most important ones are shortly introduced.

5.3.1.1 QP approach

Gustavsen and Semlyen in [49] propose a passivity enfoncei@ehnique which uses quadratic
programming (QP) technique. The technique uses posit¥igiteness criterion of the ad-
mittance matrix, which states that the power absorbed byipout device is positive if ma-

trix G = ReY) is positive definite (PD):

Vw RgY(s) >0 (5.8)

The technique is based on a rational representation of tadroé matrix in form (4.2) and
modifies the residues of the system to restore the PD conditidiscrete frequencies.

The optimization problem uses a linearized relation betwée model responsé(sy)
stored in vectoy and the model parameters (residues) stored in v&ctor

Ay = MAx (5.9
This relation is used to relate real partyatndx:
Ag = ReAy) = RgM)Ax = PAx (5.10)

Additionally a linearized relation between eigenvaluesratrix G stored in vectoA and
vectorg:
AN = QAg (5.11)

These relations can be combined to form:
AN = QPAx=RAx (5.12)

Assuming that reference admittance parameters are storedtiix¥Y and associated vector
y, the problem is defined as:
y—(Yy+MAX) =0 (5.13)

with an additional condition imposed on eigenvaldexf G = RqY) to make them positive:
A\ =RAX > —A (5.14)

This problem is treated as a quadratic programming proliest minimizes the expression

%Ax H Ax— fTAx (5.15)
with respect to condition:

“RAX < A (5.16)
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where:

H=M™M f=MT(y-y) (5.17)
The solution of the quadratic problem gives a correction oflel parameterAx and the
modelx is updatek = X+ Ax. This procedure is iterated until the passivity is restored
The technique described above is easy to implement, howtestgfers from a significant
limitation: the passivity is checked and restored only liycan a set of discrete frequency
pointss,. It does not guarantee that the resulting model does nateitthe passivity at other
frequencies.

5.3.1.2 Filter theory approach

The rational representation of the transfer function caimdsged as connection of: low-pass,
band-pass and all-pass filters, as described in [35,88}eSiconnection of passive elements
Is passive, passivity enforcement simply enforces the leimpbnetworks are passive. Let
us transform a matrix valuated rational functidis) to a form:

LPN
Rm
H(s) =
( ) WZ]_ S— Pmr
BPN

2000 (S— Prr) — 2BnPni
>

+d+n-s 5.18
& (s—pnr)2+ P 1 (5-18)

where:LPN is a number or low-pass networks related to real pplgsand corresponding
residue®Ry, BPNis a number of band-pass networks connected to conjugatplermpoles
Pn = Pnr = jpni @and corresponding residuBRgs = ap = By. With this notation and applying
the positive semi-definiteness condition (5.8), the deidgassive if:

eigenvaluesoRy, > O
eigenvalues of—anpnr £ BnPnil 0

>
eigenvaluesod > 0. (5.19)
For compensating of negative eigenvalues the matRge8 1,8, andd can be slightly mod-
ified.

The advantage of the technique is a global passivity enfoece since the perturbed
matrices are free of frequency dependence. However, tBeme imethod for automated
correction of the model.

5.3.1.3 Convex optimization approach

In [22] the passivity enforcement problem is organized a®mvex optimization scheme
that is based on positive-realness (PR) passivity consdraifhe Positive Real Lemma
(or Kalman-Yakubovich-Popov-Anderson lemma) states ahsystenH (s) described with
state-space representatiyB,C, D is positive real if exists such a matlk= KT that linear
matrix inequalities:

—ATK —-KA —KB+CT

B'K+C D+DT |=° (5.20)
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K>0 (5.21)

are satisfied. The convex optimization problem is formulate determine matrice€,D
with a cost function defined with inequalities (5.20) an@(5.and additional weighted least-
squares constraints imposed on frequency response of tiielmo

N

> WipallHpa(sd) — Hpa(s9ll < tpg (5.22)
=

whereHp q andHp g are the(p, ) elements of the model and reference data matriggs,
a complex frequency ang q is an absolute error constraint imposed (qnc) element of
H(s«). The technique does not perturb the poles of the system.

The advantages of the technique is control of the frequenayath response of the sys-
tem and global passivity enforcement. However, the conygimization of the residues
(matrix C) involves high numerical cost which strongly reduces itpli@ations to simple
systems described with low number of states (below 100).

5.3.1.4 Hamiltonian based technique

The most robust and versatile technique was proposed bygi&ato[43] and then extended
in [45, 108]. The technique uses the Hamiltonian passivitteigon described in section
5.2.2 to localize a non-passive frequency bands. A coome®C of matrixC is computed
minimizing the cumulative energy of the impulse responstupbations:

E:/ |dh(t)[|2dt (5.23)
0
which guarantees a minimal deviation of the system resgang@ne domain:

dh(t) = £71{dH(s)} (5.24)

The minimizing of the perturbation of impulse responsesggivalent to minimizing the
perturbatiorAC of system matrixC. PerturbatiodAC influences the hamiltonian matrky,:

HP =Hy+AH, (5.25)

In the case of scattering representation (5.6), neglettiagecond order terms, the pertur-
bation has a form:

—-BRIDTAC 0

AHm = C'Q lAC+ACTQ ¢ ACTDR BT

(5.26)
The perturbatiodH , can be applied in order to shift the pure imaginary eigere@ahfH,
off the imaginary axis. With such formulation the model emttonAC is computed as a
solution of a linear least-squares problem. The proceduiterative and in each iteration
the correctiorAC is computed and applied to the system, until the passivith@kystem is
restored.

The main drawback of such approach is that minimization n€fiwnal (5.23) does not
allow one to control the distortion of the frequency resgoatthe system. Therefore the
technique is useful in the case of small violations of thespy.
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Table 5.1 Comparison of passivity enforcement technigdesiumber of portsM-number of poles

| Feature | QP | Filtertheory| Convex | Hamiltonian| Proposed
Optimized var. N2M N2M N?M N?M M
Guaranteed passivitt No Yes Yes Yes Yes
Max. states tens tens tens hundreds+ | hundreds+
FD control Yes Yes Yes No Yes
Automated Yes No Yes Yes Yes
Implementation Easy - Difficult Difficult Easy

5.3.2 Optimization scheme with frequency response control

In Table 5.1 the comparison of features of existing passigitforcement techniques is
shown. It can be seen that all the techniques have some disiagdes. The most power-
ful technique is the one developed by Talocia, as it makesiplesto enforce the passivity of
large systems and assures the passivity for all frequendmsever, the technique optimizes
the residues of the rational model, which leads to high nurabeariables. Additionally, the
method does not control the distortion of the frequencyaasp and if the passivity violation
Is large, it may produce inaccurate results.

In this section a novel optimization-based technique otp#y enforcement is intro-
duced. As shown in Table 5.1, the technique has several tay@sover the former ones.
The technique optimizes the locations of poles instead siflues, which significantly re-
duces the number of variables. It exploits the Hamiltoniategon to check the passivity
and assures the global passivity. Finally, it controls tlegdiency response of the resulting
macromodel and can be applied to models with strong vialaifgassivity.

The basics of the technique were published in [72,73]. Tblertgjue has several advan-
tages over the alternative techniques mentioned preyiocaisth as:

It controls accuracy of frequency response while enforpasgsivity;

It can enforce passivity of the model even if input data isrsgfy non-passive;

It allows one to create a passive equivalent circuit of caxplassive device with a
large number of states;

It is easy to implement.
The passivity enforcement procedure can be divided intethmajor elements:
¢ Identification of the frequency bands where model is notipass
e Correction of model parameters (poles and/or residueskginptimization loop

¢ Implementation of the constraints that minimize distudzaof the frequency response
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Figure 5.4 Example: Three pure imaginary eigenvaluesiand corresponding non-passive frequency ranges.

5.3.2.1 Passivity test

To test the passivity of the model the Hamiltonian-basetgigon (5.6) is used. Using this
criterion one can not only detect if the model is passive dted obtain the frequency bands
in which the passivity condition is violated. Such a pasgitest is much more reliable and
efficient than a standard procedure of testing if the séagenatrix is bounded real in the
frequency domain. To find the eigenvalues of the Hamiltomratrix in an efficient and
accurate manner a dedicated solver HAPACK [16] can be usetbsasibed in Appendix A.

5.3.2.2 Model correction

The approach described here can optimize the perturbdtmnamon poles and/or residues.
However, the optimization of poles only reduces the numiberadables - it needs onliy
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variables compared t4°M in the case of residues. Let us introduce ve@r

JAYOVY
AQ — A‘*’Z (5.27)
Awp

where elemenf\w; is thei-th frequency band of passivity violation. Two special calsave
to be investigated:

e if the model is not passive from DC to;, thenAw; = w
e if the model is not passive fromdp to infinity, thenAwp = wp

Figure 5.4a shows definition of the elements of ve&€r in the case of two non-passive
frequency bands, one from DC ¢@ and second fromy to wy.

The procedure of passivity restoration can be organized aptmization problem. The
goal of the optimization is to minimize the valuesAf®, as shown in Fig. 5.4b. In particular,
if conditionAwy = 0 is fulfilled fori = 1...P, the model is guaranteed to be passive for every
w (Fig. 5.4c).

5.3.2.3 Preservation of the frequency response

Let Syxn(w) be the N-port scattering matrix computed at frequeuocandé\lxN(w) be the
scattering matrix obtained from the state-space model. ifonmze the distortion of the
frequency domain response due to passivity enforcemerdditianal condition is imposed:

|S(0n) —S(e) | < &-[|S(w)] (5.28)

at a set of discrete frequency poinbs Parameteé is defined as an acceptable difference
between the reference data and the state space model respuhsllows one to control
the accuracy of the model after the passivity enforcemehe dondition presented above
enforces the relative error for the created passive modsd tess thag. On the other hand,
one may be interested in enforcing the absolute error ofriésted model be less thgnin
this case the condition should be modified to:

18(wr) — S(wy)[| < € (5.29)

Both conditions are implemented as nonlinear inequalitystramts of mini-max optimiza-
tion. Additionally, the accuracy does not have to be the same for evexy One can set
a different weight of¢ at each frequencyy, setting the different response accuracy over
different frequency bands.

In such a case, the optimization routine minimizes the bahgsssivity violations and,
at the same time, maximizes the model accuracy.
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5.3.2.4 Optimization algorithm

Passivity is enforced when all elements of ve&€@rare equal zero. In other words, passivity
is obtained when the norm AK) reaches minimum, i.e. zero.

In general, any optimization algorithm can be applied toimire the values oAQ
provided it can handle non-linear constraints. One of them gradient based mini-max
optimization routine, which finds the minimum of a problenesified as:

[ AQ 5.30
min max (p) (5.30)
with a non-linear condition:

C(p) <0 (5.31)

wherep is a real-valued vector of optimized model parameters @adlimaginary values
that describe locations of poles) a8(p) is a function that realizes the condition (5.28) or
(5.29). Mini-max optimization technique is implementedviatlab Optimization Toolbox
as fminimax based on publications of Powell and Han [50, 97].

As it is stated above, the procedure finishes successfudlly df the values ofAQ are
set to zero. Because the proposed procedure is based on anizapin scheme, it is not
guaranteed to converge with arbitrary accur@cyl herefore, in case the optimization does
not converge to a passive model, it is recommended to relatkuracy parametérin
(5.28) or (5.29).

5.3.2.5 Gradient computation

Minimax optimization involves gradients. In the passivétyforcement technique presented
above it is possible to compute an analytic gradient of thed §onction. Let us analyze a
perturbed unsymmetric eigenvalue problem [40]:

Assume thah is a simple eigenvalue ¢, andx (y) is the right (left) eigenvector corre-
sponding to\. Assuming the perturbation of matik is small, one can obtain the first-order
approximation of eigenvaluk, of the perturbed matrix as:

Y AHX

Mo = A+ (5.33)

Additionally, since both matriced,, andAH , are hamiltonians, the following relation be-
tween the left and right eigenvector exists [43]:

y=x"J (5.34)
0 |1
LN 539

The formula can be utilized for fast computation of the geatiof goal function. To obtain
full gradient information one needs to compute a set of purakaginary eigenvalues and
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the corresponding left and right eigenvectors only oncethéncase of optimization based
only on poles (not residues) of model, perturbation of potation influences only matrix
A, therefore:

JAY. W)
AH = { 0 _AAT } (5.36)
Finally, the sensitivity of the eigenvalu¢ to the perturbation of polg; can be computed as:
o XHIPX
2+ - 37
opi  X1JIx (5.37)

whereP is a matrix of size of perturbation matrid m with elements; = sign (AH;j).

5.3.2.6 Flow chart

In fig. 5.5 a general flow-chart of the described techniquénaswv®. The procedure starts
with the frequency domain scattering parameters of a deviten a rational model of its
transfer function is created and tested for passivity Yot If the model is not passive, the
algorithm of passivity enforcement is started in an optatian loop. Once the passivity is
restored, the equivalent circuit of the device can be geéeerasing the techniques described
in section 4.3.3.

5.4 Comparison of various techniques of passivity enforce-
ment

In this section, a comparison of accuracy of selected p&gssEnforcement techniques is
presented. Three techniques were selected: QP-approachtéd as QP-PE), technique
based on Hamiltonian criterion that minimize the distortid response in time or frequency
domain (denoted as HTD-PE) and proposed Hamiltonian-bastaization technique with
frequency response control (denoted as HFD-PE).

5.4.1 Small passivity violation

The first test structure is a microstrip meander line intozdlin section 4.4.4. The wideband
scattering parameters of the structure in frequency ran@Qe@GHz with frequency step
Af=200MHz were considered.

QP-PE. At first, an attempt to restore the passivity using QP-apgrosas made. The
wideband rational model of admittance parameters of medimgewvas created using the VF
technique. The model order was set\vs100 poles. The resulting model is very accurate
- the root mean square errrvs of the model is smaller than -75dB in the case of both
Si1 and 1 responses. Since the technique relies on PD criterion,cudrecy sweep of
eigenvalues of admittance matrix at discrete 201 frequpooyts was performed. The result
of such a passivity test is shown in figure 5.6, which showsmtioelel is not passive at
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Figure 5.5 Flow chart of the complete algorithm

few frequency points. Then the QP-approach was used toanfmassivity of the model
on non-passive frequency points. Three iterations of Qitesrh were needed to restore
the passivity. The result is presented in Fig. 5.6, whichashthat despite the fact that
the model has become passive for all discrete frequenciesy aequency bands still exist
within which the passivity is violated. The example provesttthe QP-approach does not
assure the global passivity of the model.

HTD-PE technique. The same data were used to compute the rational model osngtt
parameters. The hamiltonian criterion was applied to dater that the model is not passive
in frequency band DC-45.7MHz. Then a HTD-PE technique, apex by Talocia, was
used to restore the passivity of the model. The correctidheomodel parameters (residues)
succeeded, and the accuracy results are presented in Zaltt iS.seen that the accuracy of
the passive model is very high, since the maximum ekpgy is smaller than -75dB.
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Figure 5.6 Meander line example: PD criterion test result befere- .— and after — passivity enforcement
with QP technique.

HFD-PE technique. The same rational model was enforced to be passive with thi& HF
PE technique proposed in this thesis. The technique was tntwwo different constraints
imposed on the frequency domain response of the final modethd first case (denoted
as HFD-PE 1) the condition of absolute error (5.28) with thketance set a§ = 0.0002
was used. In the second one (denoted as HFD-PE 1) the elatror condition was used
(5.29) with the same tolerance value. In table 5.2 the elirdreduced by both passivity
enforcement techniques to the original model are presented

The first option gives a very accurate model with maximum hlteerror smaller than
-74dB, similarly to the HTD-PE approach. The results areqmtd in Fig. 5.7. The min-
imization of the frequency response distortion based ondlative error produces slightly
different results. In this case the accuracySpf response is increased, whig; slightly
decreased.

To conclude, both HTD-PE and HFD-PE approaches gave aecaoratlels which are
passive for every frequency. When the model passivity isatéal only marginally, both
techniques produce similar results. The advantages of HERechnique are seen when
the violation of passivity increases and the model is stiyongn-passive. This case will be
discussed next.

5.4.2 Strong passivity violation

The same techniques were applied to a strongly non-passspommnse of microwave filter.
The non-passive response is a result of the application ofpassive parameterized sur-
rogate models for the evaluation of filter response in thgueacy domain in a form of
scattering parameters. The data are strongly non-pasese the maximum singular value
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Figure 5.7 Passivity enforcement results with hamiltonian-basetrtepie HFD-PE I: §) electromagnetic
response,-{) passive circuit response.

Table 5.2 Meander line example: Model distortion in the case of patysenforcement with TD
and FD techniques

Error HTD-PE HFD-PE | HFD-PE Il

[dB] S 1 S 1 S S
A ~763 ~763 ~740 —740 —945 ~706
Amean ~1103 | -1103 ~920 —942 ~1052 ~902
Erms —-1162 —-1162 —1052 —-1061 —-1228 —10263

of the scattering matrix in-band of the filter passband readh06.

QP-PE technique issues. Since several techniques, like the QP or the convex optimiza
tion approach are based on admittance parameters, thetéipstssto obtain the accurate
rational representation of admittance parameters defred scattering parameters. How-
ever, it is often not possible to construct such representathen the passivity violation is
strong. To illustrate this two situations are investigajgaksive and non passive responses of
a microwave filter. In both cases the scattering parameters wansformed to admittance
parameters and fitted to the rational form with the VF techeigAt this stage, a problem
of model accuracy occurs with non-passive data. The RMS efithie fitting of passive re-
sponse is below -160dB, while in the case of non-passive nsgpthe accuracy of the fitting

is much worse and the RMS error is greater than -50dB. What isriauptp the increase of the
model error, in the case of non-passive data, does not leacctoracy improvement. Such
high an error of the rational model of admittance paramatekes the model practically
useless. The results are shown in Fig. 5.8. Figures 5.8a.8ndbow the fitted admittance
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Figure 5.8 Comparison of accuracy of rational model in the case of tlssipa and non-passive data. Case I:
admittance parameters and a rational model of a passiverresfa) and scattering parameters computed from
the rational model (b). Case Il: admittance parameters aatilanal model of a non-passive response (c) and
scattering parameters computed from the rational model (d)

parameters for passive and non-passive data, respectiigiyres 5.8b and 5.8d show the
comparison of the original scattering parameters with tieesacomputed from the model of

admittance parameters. It is seen, that in the case of th@asgive response the limited

accuracy of the fitting strongly influences the scatteringupeeters. The problem manifests
itself strongly in a filter passband, where the response hesogant character. This example
shows that in the case of admittance-based techniquesiBk@®-PE, one of the basic issues
Is the construction of accurate rational model of admittaparameters. When the passiv-
ity is strongly violated, the model has poor accuracy andpisivity enforcement has no

chance to succeed.

HTD-PE and HFD-PE techniques. Both Hamiltonian-based techniques were applied to
enforce the passivity of non-passive rational model oftecaly parameters of a microwave
filter. Since both techniques operate on scattering reptasen, the problem described
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Table 5.3 Strong passivity violation: Rational model accuracy argpomse distortion in the case
of passivity enforcement with HTD-PE and HFD-PE techniques

Error Rational HTD-PE HFD-PE
[dB] S 1 S S1 S ‘ 1
Amax —557 —68.0 —16.9 —16.0 —24.6 —216
Dmean —64.7 -822 -30.8 -310 —-350 —37.7
Erms —843 —96.0 —470 —46.3 —537 -510
10 ‘ ‘ ‘ ‘ 1.08
3
| 13 13‘.2 13‘.4 15.6 13‘.8 14 12 12‘.5 15 1:;.5 1;1 14‘.5 15
f[GHz] f [GHz]
Figure 5.9 Input non-passive data-() and re- Figure 5.10 Maximum singular value of scatter-
sults of passivity enforcement with proposed tech- ing matrix of microwave filter before (-) and af-
nique (—) and presented in [43}} ter () passivity enforcement

the in previous section does not affect them. The accuradiietreated rational model
with M=10 poles is presented in table 5.3. The model is not passitfeeifrequency range
12.86GHz-13.46GHz and 13.49GHz-13.98GHz (Fig. 5.10).

The plots of the scattering parameters after the passnftyreement are shown in Fig. 5.9.
With the frequency domain approach one gets a passive rietwitht the response much
closer to the original non-passive data. In Tab. 5.3 the @iwpn of accuracy of both pas-
sive models are shown. The alternative technique that naesrdistortion of time-domain
response gives a model with higher error, which means tleatdhdition for minimization
of distortion of the time-domain response is not optimalrfon-passive input data. The plot
of theomaxVs. frequency before and after model correction is showngn3=10 and proves
the passivity of the resulting model.

The time needed for passivity enforcement was 2.5 secondss@Hz laptop PC. The
example shows that even in the case of highly non-passieaaas circuits the perturbation
of poles with frequency domain procedure yields passivaids with satisfactory accuracy.

5.4.3 Patch antenna example

The miniaturization of modern microwave circuits has a gigant impact on to design of
antenna elements. The technology allows one to integratarttenna with other active com-
ponents of the system, leadingaotive antennghilosophy [83]. Such a strategy eliminates
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Figure 5.11 Reflection coefficient of patch antenna:-) passive circuit response;)(electromagnetic simula-
tor results.

feeding line losses and connectors. The active antennasahaatential in low-cost, wireless
applications and radar solutions.

In contrary to classic, stand-alone radiators, the desigciive antenna is tightly con-
nected to design of the active subsystems. Since the aewess are mostly analyzed using
SPICE simulator, there is a need to include the antenna etanterSPICE simulations. In
general, from the point of view of input impedance of the antg the antenna can be rep-
resented as an RLC resonant circuit. However, such a singtmaace model is valid in a
narrow frequency band close to the resonant frequency. kfemeral circuits involve trans-
mission models (TLM) [37], however they can not be directigarporated into the SPICE
simulator.

What is therefore needed for active antenna design is a tersathnique that can pro-
vide a wideband equivalent circuit of the antenna. Sincedémgn involves analog non-
linear elements, such as transistors, the equivalenticglauld be valid for several higher
harmonics of the operating frequency. Additionally, thecgit should be suited for time-
domain simulation. The method proposed in this thesis ialol@pof providing such models.

For example, let us investigate a rectangular patch antézethby a microstrip line.
The antenna structure was described in detail in [126], elogre can find the structure
dimensions. The antenna was simulated using ADS Momentuheifrequency range from
DC up to 25GHz with frequency step 200MHz. The scatteringupeaterS; 1 was then fitted
with VF technique, the order of rational interpolation was36. The model accuracy is
shown in Tab. 5.4. What is important, the model has turned mitet not passive in the
frequency range from 0.36GHz to 1.83GHz.

The passivity of the model was then enforced with HTD-PE aR®HPE. The accuracy
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Table 5.4 Antenna example: Accuracy comparison of non-passivematimodel and result of

passivity enforcement
‘ Error [dB] ’ Rational model| HTD-PE | HFD-PE

Amax —483 445 | —46.9
Amean —56.6 573 | -521
Erms —765 763 | -724

of resulting passive models is shown in Tab. 5.4. Both teclesgrovide a passive models
with comparable accuracy. Figure 5.11 shows a comparisdivbsimulation results and
the response of passive circuit. The wideband equivalecuitican be now used for analysis

within SPICE.
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Advanced examples and applications

In this chapter some advanced examples of the applicatibtieedechniques proposed in
this thesis are presented. To illustrate flexibility of thedals created with adaptive mul-
tivariate rational interpolation technique, models of gbex planar and non-planar devices
were created. Models with up-to seven variables are shoamgakith the benefits of the
application of the surrogate models for automated designiafowave components.

Next the advanced examples of the construction of passivgagnt circuits of complex,
multiport microwave devices are presented. Then the tgclenof multivariate modelling is
combined with a scheme of equivalent circuit constructioth \guaranteed passivity. It is
used to obtain SPICE-compatible parameterized equivalexniits suitable for time-domain
simulation. Such parameterized circuits can be appliedri;my and optimization of non-
linear components or signal-integrity analysis on theesydevel within SPICE.

Finally, the application of models in automated design ¢écted microwave compo-
nents is shown. A commercial viability of the models is shawnan example of the first
ever commercial tool for rapid synthesis of combline filters

6.1 Advanced surrogate models

The benefit of application of parameterized surrogate nsadelpparent when the modelled
device has a complex structure and it takes a long time taatalits response. This is
the case when planar/multilayer elements are analyzedth&hMoM technique, using a
structured mesh (ADS Momentum).

6.1.1 Spiral inductor in SiGe BICMOS technology

Structure overview of an octagonal spiral inductor is pnése in Fig. 6.1. Figure 6.2 shows
a three dimensional view of the structure along with curresialization on the surface of
the inductor. The inductor consists of 2.5 loop spiral withuaiform strip at the top layer and
metal bridge at lower layer. The structure is described bgetlyeometric parameters: strip
width w, gap widths and inner spiral radiuR. The model of such structure was computed
in the frequency range from DC to 10GHz. Three scatteringupaters were modelled:
Si11, S1 andSo. The range of model parameters is presented in Table 6.1.sédleeted

89
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Figure 6.1 Structure and dimensions of modelled Figure 6.2 Three dimensional field visualization
octagonal inductor. of modelled inductor.

Table 6.1 Range of input parameters of spiral inductor model

Parameter | Range ‘

frequency €) | OGHz - 10GHz
strip width () 10um- 25um
gap width ) 5um- 20um
inner radiusR) | 30um- 10Qum

parameter range corresponds to approximate inductorelerange from 15@mx 150umup

to 47Qumx 470um The required tolerance was seta$).001, and the automated procedure
needed 285 support points to build the models. The time ofglesanalysis was from 3 to 5
minutes on a 1.5GHz PC depending on structure size, so thiewhmcedure took about 20
hours.

A set of 500 randomly distributed data points in the model diomvas generated and
used for verification of the accuracy of the model. The meaor@omputed over the set
was —67.3dB, while maximum error reached55dB. Figure 6.3 shows a histogram and
a cumulative distribution function of th& 1 model error. It can be seen, that for 90% of
samples the error is below63dB. Additionally, the histogram and cumulative distribuat
function of error ofQ factor computed from the model response is presented i.Big.
Although the models of scattering parameters have goodacythe error of extracteQ
factor can be high. The high error appears very close to tthector resonance and in this
region the parasitic capacitance of the inductor dominabedact this region of inductor
operation is out of applications.

The advantages of model construction are obvious - whilatiadysis of the structure at
a single frequency point takes a few minutes on a PC, the timedkl evaluation is merely
0.02s. The speed-up of order of thousands is then achieved.
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Figure 6.3 Histogram and cumulative distribution function®f; model of octagonal inductor.
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Figure 6.4 Histogram and cumulative distribution function @ffactor error of rational model of
octagonal inductor.

6.1.2 Interdigital capacitor in MCM-D technology

The next example is an MCM-D interdigital capacitor. Thin fiMCM-D technology has
many advantages over traditional hybrid technologiessdtiges high precision components,
repeatability of manufacturing complex microwave stroetuand integration of analog and
digital circuits.

A layout of an interdigitated capacitor is shown in Fig. 6/&.model of six variables
(frequency and five geometric dimensions) was created. dhges of the model parame-
ters are presented in Table 6.2. The substrate parameéees dollows: thickness 4n
dielectric permittivitye, = 2.65, dielectric losses tan= 0.002, metal thicknessi8n metal
conductivityo = 4.525- 10" > (gold).
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Figure 6.6 Histogram and cumulative distribution function of modeloerfor interdigitated capacitor

Table 6.2 Range of input parameters of interdigitated capacitor rhode

Parameter ‘ Range ‘

frequency €) 10GHz - 90GHz
input line width (v;) 50um- 150um
cap. line width ) 10um- 25um
finger length ) 100um- 250um
finger line width (v3) 10pum- 20um
gap width €) 10um- 25um

The requested modelling error was=0.001=-60dB. The procedure started using a
sparse grid withb=3 (729 support points) and initial orde¥s=[2 2 2 2 2 2. Adding
1402 data points and increasing order¥'te [3 4 3 4 4 4 gives the mismatch between both
models below the requested 0.001. To verify the model acguaisset of 3000 randomly
distributed data points was computed using an electrom@agmulator and compared with
the model response. The histogram and cumulative disiibb@inction of the model error
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Figure 6.7 Third order combline filter used to create 7-variate modétoapling matrix.

are depicted in Fig. 6.6. The maximum error of created model ¥82.5dB and mean error
reached -56.5dB. In the case of 90% of test samples the ersb&aw -50dB and for 54%
of samples the error was below -60dB.

6.1.3 Models of coupling coefficient

The technique of parameterized model construction can dxeaplied to model various
parameters of electronic circuits, such as the couplindficants and resonant frequencies
between microwave resonators [52,64,65]. The couplinicat is widely used for design
of microwave filters and multiplexers. The low-pass filteotptype can be represented in
the form of coupling matriM, which elementsn ; determine the couplings betweeth
and j-th resonators [19, 58, 70].

Each elementy j of coupling matriXM can be interpolated with functiof j (xg, X2, ..., Xn),
wherexy, ..., Xy are geometric parameters which influence the coupling mateéments.
The scheme of model construction is similar as in the caseanfefling of scattering pa-
rameters. The difference is the polynomial (not rationatyrf of the created model. The
modelled coupling matrix is extracted from the electronggnsimulator response of the
modelled coupled resonators using the technique presanjéf].

For a sake of illustration, the technique was used to coctsérid-th variate model of the
coupling coefficient between combline resonators. The hedistructure, which is a 3-rd
order combline filter, is presented in Fig. 6.7. In this calse extracted coupling matrix has
the following form:

0 mg O 0 0
mMis Awg M O 0
M=| 0 mag Awp mpz O (6.1)
0 0 mzp Aws Mg
0 0 0 mg 3 0

wheremg; (mg) is coupling of the source (load) to the first (third) resamandAw; is
resonant frequency ofth resonator. If the symmetry of the structure is assuniesthrtig; =
Mys = M3 = Mg, M2 = Mp1 = NMb3 = Mg2 andAw, = Awg. The models of the coupling of
the source with the first resonatog;, coupling of the first and the second resonatgs and
resonant frequencies of the first and the second resofaigrAws were created with the
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Table 6.3 Accuracy of the models of elements of coupling matrix in theecof combline resonators.

‘ Element‘ Max. error [%] ‘ Mean error [%]‘

My 2.15 0.55
Ms1 10.3194 3.286
Awxy 0.573 0.117
AT} 0.580 0.117

proposed modelling approach.

The models parameters are as follow: coupling window width (0.4 — 0.9),diameter
of a resonator podR € (0.05— 0.2), height of a resonator post € (0.6 — 0.8), coupling
window thicknessd € (0.025— 0.1), electric probe tap diametep € (0.1 —0.4), electric
probe tap length, € (0.01— 0.05) and length of the inner coax wire to which the tap is
mounted; € (0.05— 0.15) (all dimensions are normalized to length of resonator walhie
total number of support points used to create all the modas3878. The accuracy of the
model was verified on 1000 randomly distributed points aed #sults are presented in Tab.
6.3. Created models of elememtg,,Aw; andAw, have accuracy which is enough in most
cases. As for theng; element both models used in the adaptive sampling techrigae
verged to function which slightly differs from the originddta, as stated in sec. 3.3.3.1. The
high error of themg function influences mainly the return loss level in the fijp@ssband.
In fact, this effect can be easily removed on stage of finahwof the design.

6.2 Integration with commercial tools

The models, once computed, can be used for design of variarswave components, in
the same manner as models present in the commercial cincwitadors. Additionally, it is
possible to integrate the created rational models withrttlestry standard circuit simulators,
like ADS from Agilent or Microwave Office from AWR.

In the ADS, external models can be integrated as user-cethpilodels. User has to
define the parameters of the model, define the symbol of theehatl provide the code
in C that computes the admittance parameters of the devinee $e proposed modelling
scheme involves the rational form of the model, this tasklzmdone easily even by a non-
experienced programmer. The the code is compiled with a denand the model is ready
to use. As an example, Fig. 6.9 shows the component librgzgraged with the model of the
MCM-D capacitor described in sec. 6.1.2.

In the Microwave Office the integration of the external madelone using Model Wizard
from the Software Development Kit. The modeling wizard gates a C++ description of
the model that can be compiled as a dynamically linked modé&le whole procedure is
similar to the ADS case.

It is worth to notice, that the possibility of models intetipa gives one an opportunity
to prepare commercial libraries of non-standard, useciBpstructures with the application
of the technique described in this thesis.
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Figure 6.9 MCM-D capacitor integrated with Microwave Office circuitmilator.
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Table 6.4 BGA example: Accuracy comparison of non-passive ratioradehand result of passiv-

ity enforcement

’ Error [dB] ‘ Rational model| Passive circuit

Amean —-70.1 -56.7
Erwms —1141 —984

Table 6.5 BGA example: Location of poles before and after passivitperement

’ Poles ‘ Non-passive Passive ‘
p1 -0.0978 -0.1023
p2 -8.3281 -8.4042
p3 -24.3026 + 4.9986i| -24.6404 + 5.1439i
P4 -24.3026 - 4.9986i| -24.6404 - 5.1439i
ps | -58.1730 +61.7147] -59.2346 +62.3010
Ps -58.1730 -61.7147i| -59.2346 -62.3010i

6.3 Passive equivalent circuits

In this section a few advanced examples are shown thatréliesthe versatility of the tech-
nique of equivalent circuit construction. The presentegdcstires are very complex not only
from a physical point of view, but also show complex respsnde represent their transfer
functions the state-space representation must have lisdfestates. This fact disqualifies
some techniques, like convex optimization or filter theqgpr@aches, which are not capable
of dealing with such big problems. The extended version ahlitanian based technique
presented in [45] allows one to handle large macromodelseber it is based on sparse-
matrix theory and, in result, is difficult to implement.

6.3.1 BGA package

The Ball Grid Array (BGA) package was developed out of the neelgiatve a more robust
and convenient package for integrated circuits with langmlimers of pins. The conventional
qguad flat pack style packages had very thin and close spaesedagpid these were very easy
to damage. In the BGA the pins are placed in a grid pattern ¢hdrecname Ball Grid Array)
on the surface of the chip carrier. Also, rather than having fo provide the connectivity,
pads with balls of solder are used as the method of conned@iarthe printed circuit board
(PCB), onto which the BGA device is to be fitted, there is a matpisigt of copper pads to
provide the required connectivity.

Figures 6.10 and 6.11 show a ball grid array (BGA) package 96tpins. The package
was simulated with the Agilent Momentum RF electromagnetnusator over the frequency
range from DC up to 10GHz. The package structure and lo¢alizaf the package ports
are presented in Fig. 6.12.

The passivity enforcement technique described above caibweusly used to create a
passive equivalent circuit of the device directly from siation results. It is an important
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Figure 6.12 Cross-section of BGA package as simulated in ADS Momentum.

iIssue, because in several cases the rational represartéadevice response derived from
passive data might became non-passive.

The rational model of the response of 1/4 the device (onedfitlee package) was cre-
ated. Despite the input data being passive, the resulttigned model was not, as shown in
Fig. 6.14. To create the passive equivalent circuit of thekpge the proposed technique that
preserves the frequency domain response was utilized.

Figure 6.13 shows the comparison of the results of electgoeizc simulation of the
package and the response of the equivalent circuit withreafbpassivity. The accuracy
tests details are presented in Table 6.4. Good agreememedretboth responses can be
observed. Additionally in Table 6.5 the locations of polésan-passive and passive models
are shown. It can be seen that proposed technique slighttggithe poles to the left of the
complex plane. At the same time the imaginary parts of thegpwafere shifted to ensure the
minimal distortion of frequency response.

The created equivalent circuit of the 1/4 of BGA package nadst its validity up to
10GHz and is guaranteed to be passive for every frequencgnlibe used for the estimation
of the crosstalk between selected pins of the package, erdomain simulation of a whole
chip that takes into consideration the performance of the Bpa@e¢kage.
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Figure 6.13 BGA example: Comparison of scat-  Figure 6.14 BGA example: Maximum singular
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Figure 6.15 3D overview of printed circuit board lines as simulated in &BPlomentum.

6.3.2 Printed Circuit Board lines

Transmission lines between various system componentdtarerealized as printed circuit
board (PCB) connections. In high-speed digital networks tiedity of the PCB design
can determine the success of the entire system. A desigado liake into account as many
parasitic effects as possible. The crucial element of sysiesign is signal integrity analysis,
which allows one to verify the functioning of a system as a l@hadAt this stage, crucial
system elements have to be represented in a form suitabterferdomain simulation. A
possible solution is to use the presented technique tortmbst passive equivalent circuit of
main PCB transmission lines.

For a sake of an example, a structure of 16 coupled PCB lines®fR4 substrate
(32-port device) was analyzed with ADS Momentum in the fegtry band DC-2GHz with
25MHz frequency step. The length of the lines is k80 The structure overview is pre-
sented in Fig. 6.15.
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Figure 6.16 PCB example: Comparison of se- Figure 6.17 PCB example: Maximum singular
lected scattering parameters before and after pas- value of scattering matrix before and after passiv-
sivity enforcement ity enforcement

Table 6.6 PCB example: Accuracy comparison of non-passive ratiooalehand result of passivity
enforcement

‘ Error [dB] ‘ Rational model| Passive circuit

Armax —-330 —-325
Amean —620 -59.8
Erms —-1063 —1039

The resulting scattering parameters were fitted with theéovddting technique to the
rational representation withl = 30 poles, which took about 6 hours on 1,5GHz laptop PC.
In this case, the state-space representation has 960. stitesnodel is not passive in fre-
quency bands: DC-1.86MHz, 16.1MHz-60.4MHz, 153.9MHz-260t/1363MHz-390MHz,
488MHz-493MHz. The plot of maximum singular value (BR test¥hown in Fig. 6.17.

The results of the passivity enforcement are shown in Fits &nd Table 6.6 shows a
comparison of accuracy of the non-passive and passive mbhkelperturbation of the poles
introduced very small modification of the response. The tohthe passivity enforcement
was 15 min on the same PC (Matlab implementation of the tecie)i

6.3.3 SPICE networks from measurements

Applications of modern digital systems are dedicated tsageocessing of digital data (au-
dio/video data streams) or high speed data transmissiarh &aplications enforce increase
of bandwidth of transmitted signals and parasitic effeeigehto be taken into account to a
obtain successful design. At the same time the complexitjrotiits increases because of
high integration of structures. With a rapid increase of ptaxity of modern devices also
new tools for electromagnetic simulation of circuits arengadeveloped. However, in many
cases the structure complexity is so high that even theaseref processing power of com-
puters is not sufficient to perform a successful simulatioa reasonable time. The solution
for that is to set up a measurement environment and obsexvadhtric performance of the
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Figure 6.18 RAMBUS processor bus structure overview.

Table 6.7 RAMBUS example: Accuracy comparison of non-passive rationodel and result of
passivity enforcement
| Error [dB] ‘ Rational model| Passive circuit

Amax -274 -274
Amean —45.7 —455
Erms —819 —817

circuit. The measurement results (for example scatterargrpeters) can then be directly
incorporated into a circuit simulator as frequency domaitad To convert the data into a
passive equivalent circuit (SPICE compatible) one can afhy@yrocedure described above.
Such a procedure is very useful, because it allows one tagere passive equivalent circuit
based on measured data which can be directly used for tinmexidoanalysis. The created
model, that includes all the parasitic effects, can thendeel@io perform the final simulation

of the system (signal integrity analysis).

6.3.3.1 RAMBUS FlexIO processor bus

Processor bus design and realization are critical for sysigeration. The bus plays a central
role, both inside the chip, where a bus connects the CPU totaotiens, and external to the
chip, where busses connect a device to external periphditaésRAMBUS FlexI3 proces-
sor bus is a chip-to-chip interface technology that offégea bandwidth of 400 MHz up
to 8.0 GHz. Itis dedicated to intra-board processor, chigsd networking parallel connec-
tions in consumer electronics (game consoles and HDTV) peimg (PC) and networking
(routers and switches).

An example structure of the FlexIO bus is presented in FIB.6The channel consists of

IMeasurements results and pictures courtesy of W.T. Beyene RAMBUS Inc.
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Figure 6.19 Input data (--) and response of passive equivalent circuit created withgsed technique (—)
of RAMBUS FlexIO channel.
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Figure 6.20 Time domain simulation results: (—) convolution technigfse,-) passive SPICE network

two 12 inches long meandered lines made on the FR4 PCB sulmticitevo PCB/package
vias [17]. Because of the complexity of the structure makinigard to simulate with an
electromagnetic solver, the performance of the designdiaes verified by the measurements.
Itis highly recommended to include the measurement dataitcat simulator (like SPICE)
for further simulation of the device and signal integrityabysis. With the proposed scheme,
the passive equivalent circuit of the bus can be created fr@asured frequency domain
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data.

4-port measurements of scattering parameters of FlexlQvbus performed in the band
50MHz - 20GHz and the DC parameters were obtained from a airoul of the structure in
ADS Momentum. The whole set of data was used to generateanahtiepresentation of
the scattering parameters using the Modified Vector FitfMyF) technique [47]. Due to
high complexity of the device and the parasitic effects(liknging) the order of the function
has to be very highM=100 poles). The rational model turned out to be not passive i
the frequency range 58MHz-157MHz and 188MHz-237MHz. Thappsed technique was
utilized to restore the passivity of the model, which took fues on 1,5GHz laptop PC.
The number of states in state-space representation was 400.

The comparison of the input data and the final passive mod#iag/n in Fig. 6.19 and
summarized in Table 6.7. Presented results prove that evéigh-complexity circuits, such
as FlexlO channel, it is possible to construct a passive SteliPipatible circuit, which can
be useful in further analysis of the devices that use the anedsstructure. For example,
Fig. 6.20 shows a comparison of the structure time-domapamese calculated with the
convolution technique and using time-domain simulatio®RICE. The circuit was excited
with voltage pulse 1V with rise time 10ps. The picture showsdjagreement between the
responses. A small difference between traces is mainlyecHungthe accuracy of the rational
model. The responses of non-passive and passive ratiomIsnare indistinguishable.

6.4 Parameterized passive equivalent circuits

In Chapter 3 the approach of multivariate surrogate modedtcoction was presented. The
time of computing of the surrogate model response is inBggmt compared to the time
required by a EM solver. The drawback of surrogates is thie ddgassivity of computed
response, especially in the case of complex models. Howthesurrogate model can be
combined with techniques of equivalent circuit construttdiscussed in Chapter 4. As a
result one can create create a parameterized passive SPI@&ké&om the response of
surrogate models. Two cases are possible: parameterizsitphequivalent circuits and
parameterized realizations of transfer functions. In &t case one can use the techniques
of passivity enforcements that were described in Chapter &soire the passivity of the
circuit. However, if the passivity violation is strong andeoof the previously reported pas-
sivity enforcement techniques is applied, the correctedehmay have disturbed frequency
response, as it was shown in the same chapter (sec. 5.4.2).

The technique of passivity enforcement presented in thi& aows one to create a pas-
sive circuit from data with disturbed passivity and, at thms time, preserving the frequency
response. Combining this technique with surrogate modetsadmains a parameterized
SPICE network with guaranteed passivity. Such circuits aandeful in many applications,
such as analysis and tuning of RFIC devices on post-layogé sthdesign.

The scheme of construction of parameterized surrogate Isyaitld guaranteed passivity
is depicted in Fig. 6.21. For a specific structure, a paramzet surrogate model is created.
The response of the model is then used to construct an eguiv@lcuit of the device in a
form of a physical (RLC) circuit or by realization of its rat@irepresentation. In the second
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structure passive
dimensions SPICE
X Model State-space Passivity circuit

response model enforcement

Figure 6.21 Proposed technique of construction of parameterizedyeaS$tICE networks.

case, a rational model of the response of surrogate modsédas an input to the passivity
enforcement routine. Once the passivity of the model has bestored, the rational model
can be realized as a lumped equivalent circuit. It has to bednthat the accuracy of the
equivalent circuit is affected by two sources of errors:

¢ the error of the surrogate model itself,
¢ the perturbation of the model response during the passvityrcement.

It is impossible to estimate a-priori the influence of botneénts on the final circuit. How-
ever, one may expect the more accurate the parameterizegl mpthe more accurate final
equivalent circuit is, as the passivity violation of a higitaracy surrogate model is smaller.

In this section two examples are shown to illustrate the &fehto indicate possible ways
of using of such parameterized circuits.

6.4.1 Parameterized physical equivalent circuit of integrated induatr

A parameterized surrogate model of the integrated indust@iCMOS presented in section
6.1.1 was used to evaluate the scattering parameters afdhetor for its various geometric
dimensions. The model response was then used to extractuaralent circuit of the in-
ductor using RLC circuit structure and parameter extradahnique described in section
4.2. Table 6.8 shows the accuracy of the extracted equiveleruit for various geometric
dimensions of the inductor. The plots of the scattering ip@tars are shown in Fig. 6.22.
It can be seen that the accuracy of the extracted circuiterig high. Table 6.9 shows the
comparison of values of extracted elements in the case ohtduel and the electromagnetic
response. The inductor dimensions were set as Rym7®v = 12im and s = fim. The
results show a very good agreement.

The time of response computation of parameterized moddl fkeuency points is 0.4s,
the estimated mean time of optimization of elements of gafsequivalent circuit is 3s
(1.6 GHz PC). As a result, the total time of extraction of aateirequivalent circuit for
given dimensions of the inductor is below 4s. It is extrenfakt, comparing to the time of
electromagnetic simulation (few minutes for a single fremey point).

It is worth to notice, that incorporation of surrogate madelth a fast parameter extrac-
tion scheme results in a parameterized physical equivalemtit. The technique presented
in this example can be then introduced to any device that eaglelscribed by a compact,
lumped, RLC equivalent circuit.
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Table 6.8 Accuracy of extracted substrate-coupled equivalent ttimuan inductor for different structure
dimensions

| RIum] | wium] [ sfm] | EQiis[dB] | ERRis[dB] |

40 10 5 -55.6 -58.1
60 10 10 -88.5 -80.5
70 12 5 -87.8 -84.1
80 10 5 -84.7 -85.2
90 15 5 -86.3 -84.9
90 20 15 -73.6 -71.2

Table 6.9 Comparison of equivalent circuit elements extracted froodeh response and electromagnetic
simulation

’ Element’ EM ’ Model‘

Le[nH] | 2.033] 2.030
R[Q] | 144 | 146.8
GIfFl | 31 | 3.0
Coa [fF] | 76 81
Coe[fF] | 76 70
Ra[Q] | 579 | 621
Ri2[Q] | 606 | 567
Car[fF] | 23.7 | 226
Cso[fF] | 17.2 | 186
Lewp[NH] | 0.562 | 0.554
Ru[Q] | 42 | 22
Le[nH] | 0.913] 0.792
R«[Q] | 52 | 44
M 1 1

6.4.2 RF application

If a physical circuit involves only RLC elements, passivitff@cement is not needed. To
show the application of the technique with passivity erdonent, a microwave filtering
structure made in MCM-D technology was analyzed with theiappbn of models created
with adaptive multivariate rational interpolation schemescribed in section 3.4.3.

In Figure 6.23a) the original non-passive surrogate maesonse, the rational approx-
imation obtained with vector fitting and the result of paggienforcement are presented.
The order of rational interpolation used is M=14. To cortéet passivity only the locations
of poles were perturbed and it took 3.4 seconds to find theisolof the optimization prob-
lem. Fig. 6.23 presents the frequency sweep of the maximogukir value of the scattering
matrix before and after the passivity correction. For congoa, Fig. 6.23a) shows also the
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Figure 6.22 Comparison of parameterized equivalent circuit respondesfectromagnetic simulator:-(— —)
R=70m, w=12um, s = 5m, (— — —) R = 6Qum, w = 1Qum, s = 1@m, ( ) R =9Qum, w = 2Qum,
s=15m, ( ) R =40Qm, w = 1Qum, s = 5um.

Table 6.10 Accuracy of the developed parameterized equivalent dim@iufiltering structure compared to
models response from ADS circuit simulator (all errors igidels).

Structure dimensions [mm] Non-passive Passive ADS built-in

wo | wi | we [ws| || Ls|ERs [ ERis | Emis | Emis | Eniis | Emis
013 | 01 [015]/01]15] 2 [ 2 [-557 [-50.8 [ -53.0 |-488 |-408 |-42.2
018 | 01 |015]02|15]15]|1.8|-529 |-51.4 |-527 |-486 |-37.3 |-36.7
01 | 005]005|01|25] 2 | 2 |-476 |-470 | -467 |-475 | -358 |-37.1
0157 01 | 01]0o1| 2| 2] 2 |-531 |-497 |-530 |-500 |-37.3 |-357
0.157] 0.157] 0.05| 02| 25[ 13| 1 [ -531 | -490 |-51.8 |-499 | -371 | -44.2

results obtained using alternative passivity enforcentesitnique presented in [43]. While
the method of [43] gives a passive model, its response diffem original frequency do-
main data. The presented approach creates a passive maelonith better quality in the
frequency domain. The difference between the original amcected response is almost in-
distinguishable. In Table 6.10 comparison of errors of the-passive, passive and built-in
ADS model responses for different structure dimensiongegsented. It can be seen, that
in each case the proposed scheme gives one a models witlaegtugher than in the case
of models included in ADS circuit simulator.
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model obtained with V- . — result of the technique described in [43}; result of the proposed technique,

b) Maximum singular value of scattering matrix of non-passi- -) and corrected (—) model.

B L >
.
SA
[ —
" v @'@@
A //\-
/Gold,3um ®@
P
BCB, 45um

Figure 6.24 Basic three conductor line bend (left) and double-benddotenect structure (right).

6.4.3 Interconnect application

An area where parameterized SPICE circuits can be appliée idesign of mixed analog-
digital circuits and interconnects. Accurate modellingrd interconnect circuits, including
frequency dependent effects, is one of the most researdlebtems in RF circuit design
[2,82,105].

Let us consider a three conductor microstrip line bend anfihih MCM-D substrate, as
shown in Fig. 6.24. A four variate surrogate model of scatteparameters of the structure
was created using technique described in this thesis. Taeeree response of the structure
was computed using the Agilent ADS Momentum electromagrssthulator. The range of
model parameters is presented in Table 6.11.

The resulting model was applied to compute the response otible-bend of a multi-
conductor line as shown in Fig. 6.24. Then a passive SPICHitwas created for different
structure dimensions applying the technique proposedigthiesis. The rational model
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Table 6.11 Interconnect application: range of model parameters

107

‘ Parameter ‘ Min. value ‘ Max. value
Frequency [GHZ] 0 20
Strip widthw [mm] 0.05 0.2
Gap widths [mm] 0.05 0.15
Line lengthL [mm] 0.1 0.3

Non-passive
frequency bands
I3 >

max

19,1 18,5, 18,1, 1S, [4B]

-80 f

-90

0.7

40 50 60 70
f [GHZ]

20 25 30 35 10 20 30
f [GHz]

0 5 10 15 40 80

Figure 6.25 Frequency response of non-passive (solid) and passivee@onodel and maximum singular
value of scattering matrix of non-passive-{ and corrected (=) model.

Table 6.12 Accuracy of the developed parameterized equivalent ticfudouble-bend structure (all errors in
decibels) compared to electromagnetic response.

Structure dimensions [mm] Non-passive Passive
w ‘ S ‘ L Amax ‘ Dmean ‘ Erms Dmax ‘ Dmean ‘ Erms

0.12 0.05 0.25 -55.48 | -70.52 | -99.40 | -56.20 | -70.04 | -99.23
0.10 0.10 0.20 -56.15 | -71.05 | -99.39 | -56.80 | -70.69 | -99.00
0.20 0.15 0.25 -54.20 | -72.13 | -98.97 | -52.85 | -67.51 | -94.49
0.07 0.05 0.25 -48.64 | -63.23 | -91.91 | -47.01 | -60.56 | -89.41
0.07 0.07 0.10 -47.86 | -68.67 | -95.43 | -41.28 | -54.17 | -81.81
0.15 0.15 0.20 -52.27 | -71.25 | -97.04 | -34.04 | -52.79 | -77.64

order was M=10 and the state-space model had 60 states. Gilmaeyg of the resulting pas-
sive circuits for different structure dimensions is showrifab. 6.12. The accuracy of the
equivalent circuit varies with the change of the structureahsions, on the other hand the
accuracy achieved is high enough to use the models in aifealdsign. Fig. 6.25 shows
the response of the model for fixed dimensions (dimensioas0.12mm,s= 0.05mm and
L = 0.3mm) before and after passivity enforcement. The total tihthe passive SPICE
model construction for the specified structure dimensisrasfew seconds on a 1,6GHz PC.
The created passive SPICE network can be now utilized foowatypes of analyses. For
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Figure 6.26 Time domain analysis of parameterized equivalent circuitauble-bend MCM-D structure for
different structure dimensions:—) w = 20um s= 15um L = 30um, (—) w=12um s= 5um L = 25um (—)
w=7um s=7um L = 10um

example, one can estimate crosstalk between strips foragiwei with voltage pulse source
(digital circuit) for different structure dimensions. Fif.26 shows time-domain voltage
waveforms collected form ports 2 and 4 of double-bend strector various dimensions
when port 1 is excited with pulse voltage source (pulse pedidns, time on 0.2ns, rise/fall
time 10ps).

Without surrogate models and fast passivity enforcemehinigue, the parametric anal-
ysis of cross-talk effect in this structure would requird-fuave simulations (using e.g.
FDTD solver) every time the dimensions have changed.

6.5 Automated design of microwave components

The design-by-optimization philosophy has became reggpular [10, 27, 54, 100, 133].
In this approach dimensions of the designs are computed automated way using opti-
mization routines with suitably defined cost functions. Areoon factor of all optimization
based approaches is multiple evaluation of cost functidmgvoften must be done hundreds
or thousands times. It is obvious, that straight incorponabdf an electromagnetic solver
makes the time of optimization long. Usually it takes hourslays to find an acceptable
solution.

Using the techniques of surrogate modelling one can crel#teaay of models made in
various technologies, e.g. waveguide, microstrip, caalam multilayer. The computation
of model response is very fast, therefore they are suitablddsign-by-optimization meth-
ods. The responses of models can be very close to the resaltsatectromagnetic solver,
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therefore, the design usually requires only a small tunanfgifill the requirements.

Using the automated design techniques, a designer has\a@ronly the knowledge
about structure geometry that is able to realize the reqddstnsfer function. Most of the
techniques involve cost functions based on direct compan$reference, ideal response and
response of structure being optimized [10, 32]. More adedrsolutions use more complex
cost functions, like zero-pole based technigue presentg&bi 59] suitable for filter design.

To show the efficiency of the design-by-optimization apptoand accuracy of surro-
gate models created using adaptive multivariate raticcterme a few design examples are
presented below. In all examples the design is automatidales very short time. Most
examples involves filters. Filters are a good example tgtilate the importance of fast and
robust automated design procedure. Many applications (@MTS, GSM) require filters
with generalized Chebyshev response (i.e. finite, real amdimplex transmission zeros).
Modern, narrow-band filter structures involve complex sthnigh quality cavities. To suc-
cessfully perform a design all the field effects have to benakto account, with enforces
the application of electromagnetic simulators. That is &lepmplete filter design cycle may
take several weeks or months.

6.5.1 Waveguide filter with dispersive stubs

The first example is a 5-th order microwave filter with two disgive stubs and generalized
Chebyshev response shown in Fig. 6.27 [6]. The standardrdpsigedure is based on the
classical inverter approach of direct-coupled bandpassdil In this approach, the inverters
are frequency invariant, therefore the procedure is malliteensure the proper inverter
value in the filter passband and enforce the location of #uestnission zeros in stopband.
Such a procedure gives one a very coarse initial dimensibtiseostructure, which have

to be then optimized to fit the filter response to design reguénts. As an alternative to
the classic approach, one can apply the automated techaggjug an optimization scheme
based on zeros and poles of transmission and reflectionidasatlescribed in [59]. The

optimization algorithm uses a cost function in form:

M M
C=3 I@-2)I*+3 IR -F)I* (62)

wherePR (Z;) are the roots of denominator (numerator) of ideal, Chebystaasfer func-
tion andP (Z;) are the roots of the denominator (numerator) of filter's oese rational
approximation.

For the purpose of design, the structure was divided intarsg@ discontinuities that
have been modelled using the proposed approach. Two stegoivere modelled: a stub
and an iris. The range of the input parameters in the caseeo$ttlb is: frequency €
(10GHz— 12GH2z), stub length € (36mm—46mm) and widthd € (12mm— 19mm). The
iris was considered having the parameters: frequeiney(10GHz— 13GH2), iris width
| € (3mm—9mm) and lengthd € (0.5mm— 8mm). Scattering paramete&1 and$;; were
modelled with the same accuracy toleraage-60dB.

The models were then used for design of the filter with theofalhg specification: re-
turn loss 20dB in passband 11GHz-11.2GHz and two transomis=ros at 10.88GHz and
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Figure 6.27 Waveguide filter structure and the comparison of model nespavith the results of electromag-
netic simulator (mode-matching).

11.32GHz. The optimization-based technique presentefldhvas used. All 17 variables
that fully describe the filter dimensions were optimized. ahdom set of dimensions was
used as a starting point. The optimization of the structoo& 600s on 1.6GHz PC.

Figure 6.27 shows a comparison of the model and electroniagneode-matching) re-
sponses of the optimized structure. In can be seen that therBsponse based on the the
models is very accurate. What is important, it takes 0.01v&tuate the response of the
filter at a single frequency point using surrogate modelsymared to 0.6s in the case of
mode-matching simulation. It gives the speed-up aboutrG@giwithout noticeable loss of
accuracy. If a full wave solver was used for automated filesigh, the design cycle would
last about 8 hours.

6.5.2 Dual-mode filter design

Most of applications of surrogate models are limited to famental mode response. How-
ever, in many cases the signal is transferred by higher ondeles. Therefore they also have
to be taken into account to get a proper simulation resuome applications, the presence
of higher order modes is even required. In [75] it was shova tihe technique of surrogate
models construction can be also applied for scatteringpaters connected to higher-order
modes.

In Figure 6.6 the structure of 4-th order microwave dual-mblier is shown. The filter
exploits a dual-mode cavity which operates with mot&sg, andT Exp1 [46]. The standard
design procedure involves the separate design of dual-oedlges, which are then cascaded
and the whole structure is optimized using the electromi@gsienulator [46]. The procedure
takes several steps and is hard to automate.

To automatically design the filter, using only electricaéesification as a starting data,
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Figure 6.28 Accuracy comparison and the structure of 4-th order dualenfitteér design

the structure is partitioned into two separate discorti@sti a symmetric inductive iris and
a transition between the input waveguide and the dual-maeslgyc The discontinuities
were again simulated using mode-matching technique. T¢morese of each discontinuity
was modelled as multivariate rational function. In the cafsthe iris the fundamental mode
respons&,; andS; 1 was modelled within model domain: frequentcy (13GHz— 15GH2),

iris width a € (6mm-— 14mm) and iris thickness € (Imm— 10mm). The maximum absolute
error of the models is below -50dB and the number of supparitpas 101. The model
of the waveguide transition was created as a two-mode mddelp(and T Exp). In this
case the scattering matrix has size 4 with 10 unique elements. The model domain was:
frequencyf € (13GHz— 15GH2), iris width a; € (5mm— 12mm), wider waveguide width
az € (24mm-—29mm) and iris shiftx € (2mm— 7mm). Iris thickness was set ab= 2mm

At first the model of theS; 1 parameter of the fundamental mode was created. With 202
support point the accuracy of the model reached -55dB. Thetirgs set of support point
was then used to build the remaining 9 models. For each mtaeket of support points
was appended using an adaptive sampling technique. In syynimauild all 9 models with
similar accuracy, 90 points were appended to the initial set

The models, were then used for design of a dual-mode filteth YWe mode-matching
technique the evaluation of the filter response at a singlguiency point takes 0.68s, while
the application of surrogate models reduces the time tosQWRich gives 34 speed-up of
computation. As in the previous example the models were fmsagptimization of the filter
with the technique described in [59]. In this case the filfgcfication is 20dB return loss
in passband 14.2GHz-14.4GHz and one transmission zero.66GH#¥z. The optimization
lasted 4min on 1.6GHz PC. Again random dimensions were usadi@sting point.

The results are presented in Fig. 6.28. It is seen that tlee'diltesponse based on the
models is very close comparing to EM simulations. The avetage of the filter optimiza-
tion starting from random filter dimensions was 4 min usingagyate models comparing to
over 2h in the case of electromagnetic analysis. This shberadvantage of application of
the surrogate models over full-wave simulations.
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Figure 6.29 Q-factor comparison between model) and electromagnetic response J of optimized induc-
tor.

6.5.3 Inductor design

Design of highQ inductors is one of the problems in on-chip solutions for RE ami-
crowaves. It is a common problem for designers to find an itmubat at frequencyf
realizes an inductandg) and at the same time minimize the inductor’s aésmd/or maxi-
mize theQ. There exist several design rules for inductor with the saahge of inductance
Lo and different values of quality factor and size. Severaharg have investigated the in-
ductor optimization problem [85, 90, 109, 135]. These arglgyopose to create a simple
closed-form model of inductor parameters, like in [109,]1B&t such models are difficult to
find for multivariate case.

By transforming the scattering parameters to the correspgratimittance matrix, one
can extract the frequency dependent inductdnaed quality factoQ of inductor:

1
L(f,X) = 2mtf - Im(Yp1(f, X))

Re(1/Y11(f,X))
QFLX) = Im(1/Y11(f,X)) 64
If one uses the model response to evaluate the scatteriaghpsars of inductor, then one
gets a parameterized model of the inductor quality faQidfr, X) and inductancé(f, X).
Both parameterd, andQ of an inductor depend on frequen€yand dimensions of the
structureX = [x1 X2 ... Xn|. The procedure of the inductor search is organized as aasimpl

optimization routine with goal functio® defined as:

(6.3)

G(fo,X) = [|L(fo,X) — Lo|| — Q(f0,X) +F(X) (6.5)

wherelLg is a desired inductor inductance at frequerigyand F (X) is a vector valuated
function that determines the size of the inductor.
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Figure 6.30 7-th order combline filter synthesis results: (—) synthesgponse with application of surrogate
models, {.-) classic synthesis response;) optimized filter response

The goal functiorG has to be minimized over the range of model geometric paeset
The minimum of the goal function gives the valueloés close as possible to the required
one and assures the smallest inductor size and the high&sttor. As an optimization
algorithm any gradient based method can be used. Obviaugi a search would be time
consuming if an electromagnetic simulator was involvedaimpute the inductor parameters.
The advantage of the surrogate model is thus evident.

To prove the usefulness of the proposed approach, the mbdel actagonal inductor
was used for automated inductor design by optimization. reqeested specification of the
inductor wasLg = 2nH at frequency 2.1GHz. The optimized inductor dimensiares R
=67.5um w = 12.Jumands = 5um The comparison of quality factor between model and
electromagnetic response is shown in Fig. 6.29. What is itapgrthe total inductor design
time was 0.5 seconds. It is extremely fast comparing to teetimagnetic approach since
the EM-simulation of the inductor response at a single feeqy takes a few minutes.

6.5.4 Automated synthesis of combline filters

The final is an example of a recently developed commercialiagimn which is entirely
based on the parameterized, surrogate models of coupleffiatents (sec. 6.1.3). With clas-
sic approach of synthesis of inline coupled-resonatoriltall the resonators are adjusted to
resonate at the frequency being center of the passband.tiéeavities are modified to in-
troduce the required couplings, which can disturb the rasbitequencies. Since the model
involves not only the coupling coefficients, but also theorest frequencies of loaded cavi-
ties, the synthesis scheme involving surrogate modelsififgioves the estimation of initial
filter dimensions when compared to the classic approacl6644]. The proposed synthesis
scheme using surrogate models gives a very good startingfeoifurther final tuning of the
design, for example using the technique described in [59].



114 Surrogate models and automated CAD of microwave comp®nen

e -l 1| =
+ 7| x

: - X

o =),

s - Response parameters 0

Selection of plots of [whale_fiter] T e

from project [fitertermp]  Date: 2005-05-12 13:57:04 Oreler g =

. 1k
nvm—— | '
0 ™ s11¢0 a0 |
| | b W szign | Returnioss 20 B i {
V¥ s22it0 I
20 Fregquencies -20 \ \
Lower 24 GHz i | &
I 1

x

freoEe® Wi n|BEoLLL s
%

=

[

bl |

Upper 25 GHz

Input coaxial cable

15| in dB
b
&
S-parameters [dB]
; Lo
=

-60
/ Inner diameter 0.508 mm 50
Cuter dismeter | 1 5676 ram Calculations stopped
3 i 5 it le filte o X -60 1
& | Sl =2, W ave Wizard NTL viewer : circuit whole_Filt; o x| S 5q T 52 ThE e
Frequency [GHz]
Commands
F——— Syrthesize ‘ J About... I I -
[~ Dontask questions
icknzss of irises Posts rachi
nthesis range: 0.79 - 3.12 mm Syrthesis range: 3.13 - 6.24 mm ]
any & any
weithin fimits 7 within limits
Y whole_filter ffeed [ lower [ Upper I lower [~ upper —_
:56: INFO i 00 mm 0o mm 0.0 mim 00 mm
[13:56:18]  INFO i
(35618) INFO i ) £75l £ et
[13:56:19] INFO ir 1 0.0 mm 00 mm
[13:56:19] INFO ir R B
[13:56:20) INFO i i ¥
[13:56:20] INFO ir o N = -
356:200 INFO ir %y " est error :
-5 INFO it k . Iteration of best error :
- Current erar :
% . Current iteration :
Maw iteration :
Messages | Metlist
Calculation status : Optimization status Hints:

& start] . | ‘Z_]W‘..J Er. ] .ﬂﬂEI 2 L | __,PH.J _J'M...| 2 L0 ] épl.‘.| _Jc...JIQ\M...] e | B |Hlc. Fg M D e Q| 1z

Figure 6.31 Developed commercial software for rapid design of combfiiters.

The advantage of a design based on surrogate models isateston an example of a
7-th order combline filter for the ISM band4DGHz-248GHz and return loss 20dB. The
response of the synthesized filter using surrogate modelspgted in Fig. 6.30(in red).
For comparison, the same figure (blue curve) shows a redditlieosynthesis with standard
technique, that does not take into account the phenomerdetafing of the resonator when
the coupling is introduced. Is can be seen that the resperstefied to lower frequencies. It
has to be noted that the total time of synthesis of 7-th ortter With application of models
was only two seconds on 1.6GHz PC.

The models, once constructed, can be applied to rapid ssistbEcombline filters with
different specifications. The models used in the examplertes] above were incorporated
into a commercial application for automated design of caneldfilters (Fig.6.31), developed
at the WiComm Center of Excellence at the Gdansk Universityemthifology [67] in a
cooperation with the company Mician, GmbH [129]. The finadgurct would be available
soon on the world market.It has to be underlined that no ctbftware tool offers a similar
feature.



Chapter 7

Conclusions and outlook

The thesis discusses construction methodology of variadets of microwave components
that are essential for automation of high-frequency cirdasign. Both equivalent circuits
and parameterized, mathematical models are covered. Thefaan be constructed ei-
ther by considering physical effects which can be predifteth component structure or as
a direct realization of transfer functions (scatteringrapedance/admittance rational func-
tions). The latter can be realized as complex expressiamgedeoy the application of var-
lous schemes of multidimensional interpolation or in nement form as artificial neural
networks.

It is shown, that surrogate models and equivalent circlats lze combined and, as a
result, one obtains parameterized, passive equivaleniitgrsuitable for time-domain sim-
ulation in SPICE. The results of this work open up the way tostadtially expand the
capabilities of popular high frequency circuit simulatoM/ith the application of the de-
scribed techniques the optimization of complex, high fezgry devices has become possible
in SPICE.

This work has advanced the state-of-the-art of surrogat@ets@nd passive equivalent
circuits in the following ways:

e A new technique of passivity enforcement of rational modaswleveloped [68, 75].
The technique disturbs the model parameters (poles arelimiues) to restore its pas-
sivity and at the same time preserves the device’s respartbe ifrequency domain.
The technique is applicable to large macromodels, desthiyehundreds of states,
that most other techniques cannot handle.

e A novel technique of construction of parameterized, matiste surrogate models
was proposed. The method exploits multivariate rationgdrpolation scheme that,
together with adaptive sampling, allows one to create theeisowith several pa-
rameters. Numerical tests and comparisons with altem&tiehniques were showed
that the technique requires by far fewer electromagnetiukitions than alternative
solutions. As a result, for the first time it was possible tostouct high quality param-
eterized models with as many as six (or even seven) varialblgs is twice as many
parameters as the previous approaches were shown to be &laledle.

e Practical utility of surrogate models was confirmed by theettgoment of a first ever
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commercial tool for rapid synthesis of a combline cavityefit.

e The application of surrogate models gives a significantdjgeof the circuit analysis.
It is shown, that in the case of complex structures, such asctagonal inductor on
SiGe BICMOS substrate, the speed-up factor reaches thousands

¢ It was shown, that the models are well-suited for automasésibth of microwave com-
ponents using various optimization strategies. Due todestuation of cost function
one can start the optimization with far from optimal (evendam) initial dimensions
of the structure.

¢ It was demonstrated that both techniques, i.e. parametksizrrogates and equivalent
circuits can be combined. This way one obtains a parameteeguivalent circuit
well suited for time and frequency domain, active and pasdimear and non-linear
circuit simulations combined with fast geometry optimiaat Such a feature, while
desirable, can not be found in any commercial electroniggdesol available on the
market.

The results presented in this thesis show possible apiplisabf surrogate models. A
commercial potential of high accuracy models is very lalgesection 6.5.4 an example of
a commercial tool for combline filter synthesis developethwhe application of surrogate
models presented in this thesis is shown. Work is under waeatViComm Center of
Excellence at the Gdansk University of Technology to dgvelew commercial tools for
design of very complex structures, such as multi-channdtiphexers, dual-mode filters
with generalized Chebyshev response etc. In all cases tigndegolves surrogate models
for various building blocks. Also, as shown in sec. 6.2, theels can be incorporated in
the industry standard circuit simulators (ADS and Microw&ffice).

The recommendations for future work are as follows:

e Extension of the modelling technique to active components.

¢ Enhancement of the interpolation algorithm in order to émateen more variables, for
instance using the technique used in the alternative appi@4].

e Development of software environment that allows one togrerfan easy layout/geometry
optimization using SPICE circuit simulator with applicatiof parameterized equiva-
lent circuits.

e Development of other commercial tools dedicated to rapsiigpheof various microwave
elements, for example dielectric resonator filters.

It has to be pointed out that surrogate models and passnity@ment techniques are
attractive also for advancement in computational techesgqu~or example, in the Method
of Moments, significant numerical cost is related to the cotaton of impedance matrix
at each frequency point. Recently, a new approach to redecedllculation time was in-
troduced, that uses the interpolation of the impedanceixriatthe frequency domain [89].
However it seems possible to create more complex, muliit@rsurrogate models of the
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impedance matrix that take into account the changes oftateiparameters. Similarly, pas-
sivity enforcement technique opens up the way to createidhybethods combining time
domain analysis (FDTD) with frequency domain techniqueg, oM.

To conclude, the techniques proposed in this thesis arécapf# to a wide spectrum of
simulation problems that occur in high frequency circuisiga. They shorten the design
time, which is essential in tightening time-to-market doaists.
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Appendix A

Eigenvalues of Hamiltonian matrices

A.1 Hamiltonian matrix definition

The accurate computation of eigenvalues of the Hamiltomatrix is an essential issue of
several engineering problems. A matHxis the Hamiltonian if it has a form [15]:

w-[A 5] a2
where

Q =Q

G = G’ (A.2)

andA,G,Q € R"™". The eigenvalues of Hamiltonian matrix have a special splgtoperty:
the spectrum oH is symmetric with respect to real and imaginary axes.

A.2 Hamiltonian eigenvalue problem

The Hamiltonian eigenvalue problems are fundamental iteaysind control, especially in
stability radius computatioril-norm computation or algebraic Riccati equations [15]. To
solve the Hamiltonian eigenvalue problem one can use stdne@hniques involving reduc-
tion to upper Hessenberg form and Schur factorization @iEEV.f from LAPACK, used
in Matlab as eig.m). However, these techniques do not exghleistructure of the Hamilto-
nian matrix and limited machine precision causes that splgutoperties are not preserved.
It is most evident in the case of pure imaginary and close egimary eigenvalues, which
are crucial for passivity enforcement technique preseimt&hapter 5.

To compute the eigenvalues of Hamiltonian matrix it is adlle to use dedicated eigen-
solvers, like a Fortran 77 package HAPACK [14,16]. HAPACK isédonsymplectic URV
decompositionlt allows one to solve the problem in a backward-stable ragrexploits the
structure of the matrix and preserves the spectral pregseofithe Hamiltonian eigenvalues.
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Table A.I Example I. Comparison of selected eigenvalues

‘ eig.m haeig.m
—0.2582:10 11 —21.3857 | —21.3857
0.2646-10 11 - 153687 | —15.3687
0.1879-10 11 -122283 | —12.2283
—0.2253.1011-6.6848 | —6.6848
—0.2253-101! 1 6.6844 6.6849
0.1879-10711+ 122283 12.2283
0.2646- 10711 + 15.3687 15.3687
—0.2582:10114+21.3857 | 21.385%

Table A.2 Example Il. Comparison of selected eigenvalues

eig.m haeig.m
—4.9996- 107134 0.9999999999995| —4.9999. 1013 — 0.9999999999995
—4.9996- 10 1% — 0.9999999999995| —4.9999- 10 2+ 0.9999999999995
5.0007-10 134 0.9999999999995 | 4.9999 10 12+ 0.9999999999995
5.0007-10 13— 0.9999999999995 | 4.9999 10 12— 0.9999999999995

Techniques comparison. The first example is a non-passive state-space represenddti
a microstrip line. The model has 20 states (10 poles). Tdy#re non-passivity the eigen-
values of the Hamiltonian matrix were computed (section).with matlabeig.mand HA-
PACK haeig.m Table A.1 shows the comparison of selected 8 eigenvalues.

Comparing both results it is seen that the real parts of thenggjues computed with
standardeig.mroutine are affected with numerical noise. On the other hhedaeig.m
procedure properly identifies pure imaginary eigenvalues.

The disturbance of real parts of eigenvalues on level beldw4seems to be very low
and one can argue that it is possible to use the standarddgeelsrand assume that if the real
part of the eigenvalue is below some level (for examplel®)) then it can be treated as pure
imaginary one. However, in several cases, the eigenvaludsape very close to imaginary,
but not pure imaginary. For example let us investigate taeesipace system [16]:

- 1 0 O
| -1 -9 0 O
A=1 5 o 0 1 (A.3)
0 0 -1 ¢
1
1
B=| ] (A.4)
1
c = B (A.5)
D =0 (A.6)
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where @ a real-valued parameter. Whgn— 0 then eigenvalues dfl (pair of complex
conjugate eigenvalues) tend to be purely imaginary. Lesssrae thap= 10-6. Computed
eigenvalues are presented in Tab. A.2. Itis seen that a edicated solver does not preserve
the symmetry properties of the eigenvalues. True eigeesgalar this problem are equal
A = +0.5000- 1013+ 0.999999999999516]. The eigenvalues are very close to imaginary
axis, but not purely imaginary. By computing the eigenvaluigb a standard solver it is not
possible to decide whether the eigenvalue is purely imagioanot.
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Appendix B

Fitting problem solution

In several data fitting applications, a crucial part is arcedfit solution of a linear problem
in the form:

/A —BJ-

a
b} =0 (B.1)

whereA is aL x M1 matrix andB is aL x Mo matrix. To find a non-trivial solution of (B.1)
two techniques can be used: the least squares (LS) and #héetdt squares (TLS).

B.1 Least squares

The solution of the problem in a least-square sense is ¢hestim [21,88]. The real-valuated
problem (B.1) is transformed to an eigenvalue problem:

CT.C-x=\x (B.2)
where
C=|A —B] (B.3)
and
a
X= b (B.4)

The non-trivial solutiorx is an eigenvector corresponding to minimum eigenvalg.
In the case of the rational/polynomial interpolation, tfaue of A\min can be used for
estimation of the model order, as described in [88].

B.2 Total least squares

The total least squares method is suited to problems in wiotihthe coefficient matrix and
the right-hand side are not precisely known. It allows orfdter the noise from interpolated
data and improve the quality of resulting solution. The fat&fp is the computation of the
QRdecomposition of the matrifd —Bj|, which results in:

Ri1 Rp2
0 Rx»

a
b

=0 (B.5)
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where matriXR; 1 has sizel1 x M1), Ri2 has sizell1 x M2) andRp2 is (L — M1+ 1) x M)
matrix. TheRy2 matrix is affected by the noise. The equation (B.5) can betewrias two

separate equations:
[Ri1Ja= —[Ry2]b (B.6)

[Rog]b=0 (B.7)
Computing the singular value decompositi&V([D of Ry, one obtains:
U]Z]Vb=0 (B.8)

where matrixV/ is size M2 x M2). The solution of the problem in TLS sense is proportional
to the last column of the matrM, therefore is assumed tHat= V]u,.
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1 Wprowadzenie

W najblizszej przyszisci kierunki rozwoju technologii to przede wszystkim zwigkszenez@fianej
przeptywndaci transmisji danych i miniaturyzacja wymiaréw urzaidlz@otaczone to jest ze zwigk-
szaniem sie pasma transmitowanych sygnatéw oraz wykorzystaniemn toowyzszych czestotliwo-
Sci. Transmisja w zakresie pasma mikrofalowego jest bardzo atrakcyjoakiupwidzenia poten-
cjalnych zastosowa Duze zmiany ttumienrszi dla réznych czestotlivézi powoduja, ze mozliwe
jest rozwijanie systeméw przesytania danych zaréwno na dalekie jakki&rdystanse. W ostat-
nich latach najwigksze ozywienie obserw@wvaozna zwtaszcza w zakresie miniaturyzacji urzadze
i zwiekszania stopnia integracji projektowanych uktadow. Obecnielima jest integracja uktadow
analogowych i cyfrowych w jednym ukfadzie scalonysygtem-on-chip, SQ¢31]. Réwnolegle roz-
wijane sa technologie integracji wielu uktadéw w jednej obudowiss{em-on-package, SpR6],
takie jak moduty wielochipoweMulti Chip Module, MCN). Powoduje do konieczr$ projektowa-
nia coraz bardziej skomplikowanych potabzeiedzyuktadowychifiterconnecty prowadzacych do
pasywnych uktadow tréjwymiarowych.

Rosnacy stopie komplikacji uktadow wysokiej czestotliveai wymusza konieczro ich analizy
przy uzyciu narzedzi wykorzystujacych pelna analiza elektgnetyczna. Takie metody analizy
charakteryzuja sie duza ztozdwia obliczeniowa, co prowadzi do dtugiego czasu symulacji, mggace
trwac kilka godzin, dni lub nawet tygodni. Czas analizy uktadu mikrofalowegb hardzo istotny
z punktu widzenia mozliwgci wdrazania i projektowania nowych elementéw. Dtugi czas analizy
pojedynczego uktadu prowadzi to do wzrostu kosztow projektu (i wsk&wencji produkcji) oraz
matej elastyczngci producentéw na potrzeby rynku.

Mozliwe jest zastapienie analizy elektromagnetycznej przez andbzpdowa, warunkiem jest
jednak posiadanie modelu zastepczego danego ukfadu (w postadumuatematycznego lub sche-
matu zastepczego). Takie rozwiazanie powszechnie przyjgtevjdsstepnych obecnie komercyj-
nych symulatorach obwoddéw mikrofalowych, takich jak Advanced Desimwli§ (ADS) [37] czy
Microwave Office [38]. Symulatory te oferuja opracowane przebisibiblioteki modeli matema-
tycznych réznych nieciagézi mikrofalowych, jednak czesto ich doktadgest niewystarczajaca
w porownaniu z wynikami symulacji elektromagnetycznej. Dodatkowo predai oprogramowa-
nia do projektowania uktadow i systemow wielkiej czestotbeiowyposazaja swoje programy w
biblioteki matematycznych modeli zastepczych obejmujace co najwilkefziesiat podstawowych
nieciagtéci wykonanych w kilku dobrze znanych technologiach. W oparciu dejgice biblioteki
mozna szybko projektovgauktady typowe, wykonane w dobrze znanych technologiach. Modele ma
tematyczne stosowane w bibliotekach standardowych powstaty w wynikuletiglth bada i ich
rozszerzanie w miarg pojawiania sie nowych technologii nie jest prb&iaozwiazé nowych i nie-
standardowych poleca sig stosowanie czasochtonnej analizy pgeleldromagnetycznej) uktadu.

Rosnhacy poziom integracji uktadéw mikrofalowych i rozwijanie uktadévzakres fal milime-
trowych w filozofii SoC oraz SoP powoduje, ze konieczne jest rowesite uwzglednianie efektow
nieliniowych elementéw aktywnych, jak i efektow pasozytniczych powstaly czeéci pasywnej
uktadu. Przyktadowo, uktady SoP integruja r6zne komponentyvpasywykonane na wielowar-
stwowym podtozu jak LTCC [29]. Natomiast w przypadku SoC wykotujessie materiat SiGe na
wysokorezystywnym podtozu krzemowym. W technologii tej mozliwe jegkamanie catego sys-
temu (cz&€ pasywna i aktywna) w jednym chipie. Waznym elementem jest zapeisrkedtkiego
czasu analizy tak skomplikowanych uktadow, co jest szczegolnie istotmeywadku jego optymali-
zacji. Rozwiazaniem jest analiza uktadu wysokiej czestoflisiav dziedzinie czasu, np. korzystajac
z programu SPICE. W takim przypadku model matematyczny opisujaoyvwaddz pasywnej cze-
5ci ukladu zastepowany jest przez schemat zastepczy, jedyrakgane jest aby powstaty schemat
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zastepczy byt bezwzglednie pasywny. Konieczne jest zateatomianie uniwersalnej techniki kon-
wersji odpowiedzi uktadu z dziedziny czestotliga do pasywnego schematu zastepczego.

W ostanich latach silnie rozwijana jest koncepcja projektowania automatyczwechwili obec-
nej najwiekszy nacisk kladzie sie na projektowanie uktadow z waksianiem zaawansowanych
algorytmoéw optymalizacyjnych [5, 10, 17]. Przy takim pdsi@ji inzynier konstruuje odpowiednia
funkcje celu i podaje zgrubnie strukture uktadu, natomiast resoigepu projektowania odbywa sie
automatycznie. W tym przypadku bardzo wazny jest czas obliczentasgafunkcji celu, co znacz-
nie ogranicza jego zastosowanie w momencie gdy do analizy uktadu wyojeysie symulator
elektromagnetyczny.

1.1 Stan wiedzy w zakresie tematu pracy

Sparametryzowane modele zastepcze.Jedna z najstarszych i najprostszych technik modelowania
jest zastosowanie tabeli przegladowyldokup tablg. Dziedzina modelu pokrywana jest gesta siatka
w ktorej weztach obliczana jest prébka odpowiedzi modelowanegaluki®odstawowa wada tego
rozwiazania jest bardzo duza liczba prébek, szybko rosraeazmwstem geséei siatki i zmiennych.

Szeroko rozpowszechnione jest zastosowanie sieci neuronofstdiial Neural Networks, ANN
w celu aproksymacji charakterystyk uktadu [9, 11, 39]. Zastosowsigie neuronowej ma jednak
powazne wady: optymalna struktura sieci nie jest zraumaiori, proces treningu jest trudny i nie
gwarantuje sukcesu. Dodatkowo konieczne jest generowanie licztéga probek uczacych i te-
stujacych.

Inna grupe stanowia techniki wykorzystujace schematy intecgpia, zwykle wielomianowe lub
wymierne. Proste rozwiazanie problemu wykorzystujace rownomierdbkowanie dziedziny (stwo-
rzenie wielowymiarowej, réwnomiernej siatki) jest mozliwe tylko w przypadiewielu zmiennych.
Ze wzrostem liczby parametrow modeludtopunktow siatki w ktorych nalezy przeprowadziza-
sochtonna symulacje soie potegowo, co prowadzi do znacznego nadprobkowaniaziajectrud-
nosci w rozwiazaniu zagadnienia interpolacyjnego, a przede wszystiaae w ogéle uniemozlivi
zbudowanie modelu ze wzgledu na nieakceptowalnie diugi taczny epaulacji. Rozwiazaniem
jest zastosowanie efektywnego algorytmu probkowania adaptacyjriegtychczas opublikowane
rozwiazania [13, 30, 33] stosuja prébkowanie adaptacyjne, wiktd@ziedzina funkcji nie jest prze-
szukiwana globalnie. Powoduje to zwigkszenie liczby punktéw koniedzdo zbudowania modelu
z zadana doktadrszia. Dodatkowo maksymalna liczba zmiennych publikowanych modeli sryno
trzy, co powaznie ogranicza ich praktyczne zastosowanie.

Schematy zastepcze dedykowane analizie w dziedzinie czasWd czasu powstania, symulator
SPICE Gimulation Program with Integrated Circuit Emphgs&tat sie standardem przemystowym
w zastosowaniach do projektowania analogowych i analogowo-cyfowktaddw elektronicznych.
SPICE jest symulatorem zorientowanym na analize w dziedzinie czaga.nadgwieksze zalety to:
posiadanie biblioteki elementow linowych i nieliniowych dostarczane od idaymentow, mozli-
wost analizy stanu nieustalonego oraz mozkwgednoczesnej symulacji uktadéw analogowych i
cyfrowych.

Pomimo tych zalet zastosowanie symulatora SPICE do analizy uktadéw wistagstotliwéci
jest mocno ograniczone z powodu braku wbudowanych modeli elemensiatyah roziozonych.
W celu rozszerzenia jego aplikacji konieczne jest dostarczenie skghiaathematéw zastepczych
uktadéw o statych roztozonych, takich jak pasywne potaczenia zyigdadowe. Kluczowe jest w
tym przypadku zapewnienie pasyvambschematu zastepczego w przypadku, gdy modelowany uktad
jest pasywny.



Streszczenie rozprawy doktorskiej 5

Istnieje wiele technik pozwalajacych na ekstrakcje uktadu zaségc Najbardziej wszech-
stronne podéicie zaktada utworzenie modelu wymiernego funkcji przenoszenia uitathiedzinie
czestotliwaci i jej realizacje w postaci uktadu skupionego [3,4,35]. W ceheraienia pasywrizi
utworzonego uktadu konieczne jest wiec zapewnienie pas§eirmmpowiedniego modelu wymier-
nego. Jest to bardzo ztozony problem. Pasysénmozna wymuszZana etapie tworzenia modelu
wymiernego [12], jednak nie zapewnia to globalnej pasysenaodelu. Inna technika pozwala na
wymuszenie pasywrsei modelu w zadanych punktach czestotbeio[15], co takze nie gwarantuje
bezwzglednej pasywisai.

Bezwzgledna pasywi$o moze zostawymuszona korzystajac z techniki wykorzystujacej podej-
Scie optymalizacyjne [8] lub w sposaéb iteracyjny, przy jednoczesnej miniagiiznieksztatcenia
odpowiedzi czasowej uktadu [14]. Pierwsze p&de jest ograniczone do uktadoéw niewielkiej zto-
zondsci, drugie natomiast powoduje duze znieksztatcenie odpowiedzi wziziedczestotliwéci,
gdy naruszenie pasywaoi uktadu jest duze.

1.2 Tezaizakres pracy

Gtéwnym celem pracy jest zaproponowanie nowych narzedzi dmeayhkych automatyzacji procesu
projektowania. Co wazne, celem pracy nie jest prezentacja istn@jgeghnik automatycznego pro-
jektowania. Praca pokazuje nowe techniki konstrukcji modeli i schemaastepczych oraz mozli-
wost ich wykorzystania do automatyzacji procesu projektowania. Tezy@@efiniowane sa naste-
pujaco:

e Mozliwe jest tworzenie sparametryzowanych modeli zastepczycywpggeh elementéw mi-
krofalowych w sposéb zautomatyzowany.

e Dla dowolnego ukfadu liniowego i stacjonarnego mozliwe jest utworzensdukzastepczego
bazujac na jego odpowiedzi w dziedzinie czestotfaio

e W przypadku gdy modelowany uktad jest pasywny, mozliwe jest wymuszmsywn&ci od-
powiedniego ukfadu zastepczego.

e Sparametryzowane modele zastepcze umozliwiaja znaczne pizespie procesu projekto-
wania oraz jego automatyzacje.

W celu udowodnienia powyzszych tez podjete zostaty nastepljaki:

e Opracowana zostata nowa metoda konstrukcji wieloparametrycznycHimeazerzy rozpro-
szenia dowolnych, pasywnych uktadéw mikrofalowych.

Funkcja przenoszenia uktadu reprezentowana jest w formie wymierdejedzinie czestotli-
WOSCi.

Opracowana zostata nowa technika wymuszenia passevmoodelu wymiernego

Na podstawie modelu wymiernego tworzony jest schemat zastepczyukiad

Pokazane zostaly zaawansowane zastosowania opracowanycik iechnwvykorzystanie w
celu przyspieszenia i automatyzacji procesu projektowego.
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2 Sparametryzowane, matematyczne modele zastepcze

W pracy przedstawiona zostata nowa technika konstrukcji sparametaygoh modeli elementow
mikrofalowych, tworzonych na podstawie wynikéw symulacji elektromagrmtych. Podstawowym
zatozeniem opracowanej techniki jest reprezentacja parametr@noszenia modelowanego ukfadu
w postaci funkcji wymiernej N- zmiennych [23, 28]:

A(X) A(X]_,Xz, ...,XN)

S(X1. Xo, ... XN) A S(X1, Xo, ... XN) = = 1
S( 1y A2y .44 N) S( 1y A2y -0y N) B(l) B(X]_,XZ,...,XN) ( )

gdzie licznik A i mianownik B sa to wielomiany wielu zmiennych [GE reprezentuje wzorcowa
odpowiedz modelowanego ukfadu (rezultat symulacji elektromagnetycmaomiastxy, ..., Xy to
parametry modelu. Tak sformutowane zagadnienie interpolacyjne motag apsowadzone do roz-
wiazania problemu liniowego postaci:

A(X) —S(X)B(X) =0 )

Problem ten, zapisany dla M dyskretnych punktéw dziedziny, moze &ostaviazany za pomoca
techniki uogdlnionych najmniejszych kwadratow [2]. W tak postawionyobfamie interpolacyj-

nym kluczowym zagadnieniem jest optymalny dob6r punktow (weztéwjpiolacji oraz efektywna
estymacja rzedu modelu.

2.1 Probkowanie adaptacyjne

Zaproponowana technika bazuje na wynikach symulacji elektromagmgtitzktore sa zwykle bar-
dzo kosztowne numerycznie. Konieczna jest zatem minimalizacja liczby purflteziow) interpo-
lacji. W opracowanej metodzie zastosowano wydajna technike pré@kavadaptacyjnego. Metoda
ta polega na konstrukcji dwoch r6znych modeli na rzadkiej wielowymiejagiatce prostokatnej, na-
stepnie dokonywana jest estymacja potozenia najwiekszego biggtlzy stworzonymi modelamiiw
tym miejscu doktadana jest nowa prébka. Procedura ta jest powtaraarzasu uzyskania zatozonej
doktadndci.

2.2 Automatyczny wybor rzedu modelu

Kolejnym krokiem w strone automatyzacji procesu tworzenia modelu jektyefina procedura esty-
macji rzedu modelu, rozumianego jako maksymalne potegi licznika i miailkavimorzacych funkcje
wymierna. Zatozono, ze bazy licznika i mianownika sa takie same.dOpi@na procedura jestisle
zwiazana z procesem prébkowania adaptacyjnego. W pierwszejrfeodelowania tworzone sa dwa
modele wymierne réznych, niskich rzedéw. Dla modeli tych uruchamiastapj@cedura probko-
wania adaptacyjnego i monitorowany jest poziom btedu pomiedzy nimdzdao, ze w przypadek
wykrycia stagnacji btedu przy zwigkszaniu liczby weztéw interpplgest wskazéwka by zwiekszy
rzedy obu modeli.

2.3 Automatyczny podziat dziedziny

W przypadku, gdy modelowany uktad ma ztozona (np. rezonansodgowiedz, stworzenie jed-
nego modelu pokrywajacego cata dziedzine z wymagana doldatnmoze b§ niemozliwe, np. z
powodu ztego uwarunkowania problemu interpolacyjnego. Dlatego taswziana zostata moz-
liwo&C automatycznego podziatu dziedziny na mniejsze obszary i tworzenidedrgeh modeli w
tych podobszarach.
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3 Pasywne, skupione schematy zastepcze

Schematy zastepcze uktadéw wysokiej czestoBisvanozna podzieli na dwie podstawowe kate-
gorie: fizyczne uktady zastepcze i skupione realizacje funkcgmozzenia. Uktady fizyczne kon-
struowane sa na podstawie znaj@uicstruktury uktadu i zjawisk fizycznych w nim wystepujacych,
dlatego tez ich konstrukcja nie jest prosta, szczegolnie dla skompiloWwarkgadow o statych roz-
lozonych. Realizacje funkcji przenoszenia sa duzo bardziegevstronne, ciiomoga wprowadza
pewna nadmiarowst elementéw skupionych.

W ogoélndsci, funkcje przenoszenia dla liniowego, stacjonarnego uktadu elé&ireego mozna
przedstawé w postaci funkcji wymiernej w dziedzinie czestotlige:

Y 11 M

k| M
+c11+s-h .-
le‘f‘pl Zl Zi
M 21 M kI M
+cCo1+S-ho1 +Con+S-hoy
H(s) = 218+pl Z\ S+ i i;Ser 3)
M N1 . M k1N2 ' . M NN
+cn1+s-h +Cn2+S-hng - +Cun+S-h
ZS—Fp. N1 N1 Zl stp N2 N2 i;3+pi NN NN_

W przypadku gdy modelowany jest uklad pasywny konieczne jest z@paie pasywnsciH(s).
Model wymierny moze zostaprzeksztatcony do réwnowaznego uktadu stanu:

X = AXx+Bu (4)
= Cx+Du (5)

3.1 Kryterium pasywnosci

W celu ustalenia czy dana reprezentddjgs) jest pasywna, mozliwe jest skorzystanie z kryterium
pasywnéci wykorzystujacego macierz Hamiltonianu systemu [7,14]. W przgpagidyH (s) repre-
zentuje parametry rozproszenia, otrzymujemy macierz Hamiltonianu postaci:

A-BRID'C ~BR!BT

Hn=|"¢ciQic  _AT+CTDR 8T

(6)

gdzieQ= (D'D —1) orazR= (DD' —1). System (5) jest pasywny jezeli macierz Hamiltonianu (6)
nie ma czysto urojonych wagoi wtasnych. Na podstawie wagit wtasnych Hamiltonianu mozliwa
jest identyfikacja przedziatéw czestotligm Awy (i = 1...P), w ktérych warunek pasywisgi jest
niespetniony. Przedziaty te moga zdstapisane w postaci wektora:
Awy
aq- | 8% ™)

Awp

3.2 Wymuszenie pasywngsci modelu wymiernego

W rozprawie przedstawiona zostata technika pozwalajaca na kerpacametréw modelu wymier-
nego w taki sposob, by przywrécona zostata jego pasgynurzy jednoczesnym zachowaniu od-
powiedzi czestotliwsciowej uktadu [25, 26]. Parametry modelu (bieguny) korygowane sposéb
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Rysunek 1 Struktura modelowanego uktadu induktora.

Tablica I Zakresy parametréw modelu induktora

Parametr | Zakres
czestotliwat (f) 0GHz - 10GHz
szerok&t paska ) 10um- 25um
szerok@&t szczeliny §) 5um- 20um
wymiar wewnetrznyR) | 30um- 10Qum

optymalizacyjny, poprzez minimalizacje wasth elementéw wektorAQ. W szczegoélnsci, gdy
AQ =0, model jest pasywny. Co wazne zastosowanie rachunku zalagz@noblemu wtasnego po-
zwala na analityczne wyznaczenie gradientu funkcji celu. Aby w trakgfgnoalizacji parametrow
modelu zachow@ odpowiedz H(s), w pracy przedstawione zostaty dodatkowe waniakniowe
optymalizacji umozliwiajace kontrole wprowadzanych znieksztatce

3.3 Realizacja w postaci uktadu skupionego

Na podstawie reprezentacji wymiernej (3) mozliwe jest konstrukcjaiskego uktadu zastepczego
modelowanego ukladu w postaci Fostera lub Cauera [34]. W przypsgitiemu stanu (5), jego
realizacja bazuje na elementach skupionych R,C oraz pradowychgdamapi/ch zrodtach sterowa-
nych [1].

4 Przeglad zastosowa

4.1 Sparametryzowane modele matematyczne dedykowane dlatamatycznego pro-
jektowania uktadoéw wysokiej czestotliwaci

W pracy przedstawione zostaly zaawansowane przyktady zastbsgwacowanych technik. Opra-
cowane zostaly sparametryzowane modele matematyczne o duzej Aoizisaba parametréw mo-
delu dochodzi do 7) i pokazane zostaty mozliwe zastosowania modeliyiikisgo projektowania

uktadéw mikrofalowych.

4.1.1 Sparametryzowany model induktora planarnego

Jednym z przyktadoéw przedstawionych w pracy jest model zasggpdmktora planarnego wykona-
nego w technologii SiGe BIiCMOS. Struktura modelowanego uktadu wrakegam parametréw
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|

Rysunek 2 Uktad trzech sprzezonych rezonatoréw wykorzystany do ekgtrakpotczynnikow sprzeze

modelu pokazana jest na Rys.1. Utworzony model jest bardzo doktdsag: maksymalny bez-
wzgledny modelu parameti$; wynosi -55dB, btadsredni -67.3dB. Co wazne, symulacja elektro-
magnetyczna induktora na pojedynczej czestoBisi@abiera okoto 5 minut, a odpowiedz modelu
uzyskujemy po 0.02s, co daje pgpieszenie rzedu kilku tysiecy razy.

Zastosowanie modelu pozwala na szybkie, automatyczne projektowaniddralula zadanej
specyfikacji (indukcyjngt przy maksymalnej dobroci i minimalnych rozmiarach), co zostato poka-
zane w pracy. W pracy pokazana zostata takze mosiwegykorzystania modelu matematycznego
do konstrukgciji fizycznego schematu zastepczego induktora, egapm do uzyskania sparametryzo-
wanego schematu zastepczego.

4.1.2 Modele wspotczynnikdw sprzezedla szybkiej syntezy filtréw mikrofalowych

Zaproponowana technika zastosowana zostata takze do stworzaraEegpryzowanego modelu wspot-
czynnika sprzezZepomigdzy rezonatorami typrombline(Rys.2) [20, 21]. Wspotczynniki sprzgize
pomiedzy rezonatorami to wygodny sposob reprezentacji prototgoedvoprzepustowych pasmowo-
przepustowych i pasmowo-zaporowych uktadéw filtrujacych [B628]. Wart&ci modelowanych
elementéw macierzy sprzdzekstrachowane sa beAsednio na podstawie wynikéw symulacji pet-
nofalowej trojki rezonatoréw [28].

Model ma siedem parametréw kontrolujacych wymiary rezonatoréwdaasilajacej. Mode-
lowane byty nie tylko wspoétczynniki sprzezelecz takze czestotlivezi rezonansowe. Otrzymana
reprezentacja uktadu pozwala na bardzo szybka i doktadna gyptezatkowych wymiardow filtrow
typucomblineo zadanej specyfikacji (rzad, straty odbiciowe, pasmo przeni@42a,27]. W odr6z-
nieniu od syntezy klasycznej, ekstrachowany jest wspétczynnilegpria rezonatoréw obciazonych
zrodtem lub innym rezonatorem, co lepiej odzwierciedla faktyczne damiaktadu. Dla przyktadu
na Rys.3 pokazany zostat wynik syntezy filtru na pasmo ISM 7-go rggalsmo przenoszenia filtru
2,4-2,48GHz, straty odbiciowe 20dB). Co wazne, opracowany madhizwykorzystany w komer-
cyjnym oprogramowaniu wspomagajacym automatyczne projektowaraeyteg filtrow.

4.1.3 Automatyzacja projektowania za pomoca modeli sparameyizowanych

W ostatnich latach rozpowszechnita sig idea zastosowania technik optsiayétigch do projektowa-
nia uktadow elektronicznych [5,10]. W podeju tym konieczna jest wielokrotne obliczenie odpo-
wiedzi struktury dla r6znych jej parametréw. Bardzo istotny stajeaiem czas symulacji struktury,
ktéry moze by bardzo diugi w przypadku uzycia metod petnofalowych. Alternatyesa uzycie
sparametryzowanych modeli zastepczych, ktére znacznie skrexag oblicze odpowiedzi uktadu.
Na Rys.4 przedstawiona jest struktura filtru falowodowego 5-go rz&twktura ta podzielona
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Rysunek 4 Struktura filtru falowodowego i poréwnanie odpowiedzi modeli zastgch z wynikami analizy petnofalowej.

zostata na pojedyncze nieciagéi, po czym stworzone zostaly ich matematyczne modele zastepcze.
Modele te wykorzystane zostaty do zaprojektowania filtru o specyfikeagimw przepustowe 11GHz-
11,2GHz, straty odbiciowe w gaie przepustowym 20dB, zera transmisyjne 10,88GHz i 11,32GHz.
Do zaprojektowania uktadu wykorzystano pdue¢ optymalizacyjne [19] umozliwiajace automa-
tyzacje procesu projektowania filtréw mikrofalowych. Rezultat optymajiasymiaréw struktury
przedstawiony na Rys.4 pokazuje bardzo dobra zgseodpowiedzi modelu zastepczego i symula-

cji EM ( metoda dopasowania rodzajéw). Co wazne, czas optymalizadiitsry z uzyciem modeli
wyniost tylko 500 sekund (1.6GHz PC). W przypadku zastosowania tora petnofalowego cykl
projektowy trwat okoto 8 godzin.
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Rysunek 7 Poréwnanie parametrow rozproszenia uktadu pasywnego scheasiipezego z wynikami symulacji elek-
tromagnetycznej.

4.2 Pasywne schematy zastepcze

W pracy pokazano, ze za pomoca opracowanej techniki wymuspasjavn&ci mozliwe jest stwo-
rzenie schematéw zastepczych dla bardzo ztozonych struktuen®&ttzastepczy utworzymozna
na podstawie wynikow analizy elektromagnetycznej lub danych pomiatowydziedzinie czesto-
tliwosci.

4.2.1 Oprawa BGA96

Oprawy BGA (Ball Grid Array) zostaty wprowadzone w celu utatwienia mantaktadow zintegro-
wanych z duza ilécia wyprowadze. Na Rys.5 pokazany zostat rzut wprowaizgrawy BGA z
96-ioma wyprowadzeniami. Struktura ta zostata przeanalizowana metodamdome symulatorze
ADS Momentum (Rys.6) w zakresie czestotlsedDC-10GHz, a otrzymane parametry rozproszenia
1/4 struktury (96 wr6t, jeden bok oprawy) wykorzystane zostaty do it@roa pasywnego uktadu
zastepczego. Poréwnanie odpowiedzi elektromagnetycznej znudrgym schematem zastepczym
pokazano na Rys. 7. Otrzymany schemat pasywny mozezagtkorzystany do estymacji przestu-
chow pomiedzy wyprowadzeniami oprawy lub do symulacji czasowejagramie SPICE catego
uktadu razem z oprawa.
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Rysunek 8 Ogolny widok struktury modelowanego kanatu RAMBUS FlexIO.

4.2.2 Kanat RAMBUS FlexIO

Opracowana technika pozwala na konstrukcje modelu zastepokégtu na podstawie danych po-
miarowych. Na Rys.8 pokazana zostata struktura pomierzonego kanal®FRiemy RAMBUS!,
ktorym przesytane sa sygnaty o czestotlssmch dochodzacych do 8GHz. Struktury tego typu uzy-
wane sa do potachaemiedzy procesorami, procesorem i chipsetem w urzadzeniacinaslddk uzyt-
kowej (konsole gier, urzadzenia HDTV, PC). Kanat ten ma podeoch linii meandrowych diugi

12 cali. Duzy stopigé komplikaciji struktury powoduje trud$ei z doktadna symulacja uktadu, dlatego
projekt musi zostazweryfikowany poprzez pomiary.

Dane pomiarowe zostaty uzyte do konstrukcji schematu zastepcképhiu Reprezentacja wy-
mierna funkcji przenoszenia ma wysoki rzad rowny 100 i jest niepaayw zakresach czestotliwol
58MHz-157MHz oraz 188MHz-237MHz. Pasywstomodelu zostata przywrécona zaproponowana
technika, co zajeto 5 minut (komputer osobisty z procesorem 1,5GHz@iwnanie danych pomiaro-
wych z otrzymanym skupionym schematem zastepczym pokazaneajBysn9. Wynikowy schemat
zastepczy uzyty moze byw celu weryfikacji projektéw wykorzystujacych modelowany kang, n
przy przeprowadzaniu analizy integrafuod sygnatowejgignal itegrity) urzadzenia.

4.3 Pasywne, sparametryzowane schematy zastepcze

Pofaczenie dwdéch technik: modeli sparametryzowanych oraz kéegtpasywnych schematow za-
stepczych, pozwala na uzyskanie sparametryzowanych, skahieehematdéw zastepczych dedyko-
wanych symulacjom w dziedzinie czasu.

4.3.1 Struktura filtrujaca

Dla przyktadu w pracy pokazany zostat model sparametryzowany wHtkidijacego przedstawio-
nego na Rys.10. Struktura zostata podzielona na pojedyncze ni&taglo czym stworzone zostaty
ich modele sparametryzowane. W rezultacie otrzymano sparametryzowaltel oadej struktury.

Odpowiedz modelu zostata uzyta do generacji pasywnego schemagpczego uktadu. Doklad-
nosE otrzymanych schematéw zastepczych dla kilku zastawow wymiaréwtstyusokazana jest w
Tabeli 2. Dla poréwnania pokazano btad odpowiedzi modeli zasigh uzytych w symulatorze

1Dane pomiarowe i zdjecia struktury dzigki uprzepnbW.T. Beyene z RAMBUS Inc.
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Rysunek 9 Dane pomiarowe--)i odpowiedz pasywnego uktadu zastepczego (—) kanatu FlexIO.
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Rysunek 10 Modelowana struktura filtrujaca.

obwodowym Agilent ADS. We wszystkich przypadkach opracowaneaieorhpewniaja duzo lepsza
doktadndt.

Tablica 2 Doktadnat (btadsredniokwadratowy) otrzymanego sparametryzowanego uktadgprasgo struktury filtru-
jacej w poréwnaniu do wynikow symulacji elektromagnetyczne;.

Wymiary struktury [mm] Model niepasywny | Model pasywny Modele ADS

Wo ‘ W1 ‘ W2 ‘ W3 ‘ Ly ‘ L2 ‘ Ls E%hs E%l\llls Eglr@ls ‘ ESZI@IS E%\ﬁs ‘ EF%\l/IS
0.13 0.1 0.15] 01| 15 2 2 -55.7 -50.8 -53.0 -48.8 -40.8 -42.2
0.18 0.1 015/ 02|15| 15| 18| -52.9 -51.4 -52.7 -48.6 -37.3 -36.7
0.1 0.05 | 0.05| 0.1 | 25 2 2 -47.6 -47.0 -46.7 -47.5 -35.8 -37.1
0.157 0.1 0.1 | 0.1 2 2 2 -53.1 -49.7 -53.0 -50.0 -37.3 -35.7
0.157| 0.157| 0.05| 0.2 | 25| 1.3 1 -53.1 -49.0 -51.8 -49.9 -37.1 -44.2
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5 Podsumowanie

W pracy pokazane zostaly techniki modelowania ztozonych uktadévirerékznych wysokiej cze-
stotliwosci. Modele zastepcze maja pdssparametryzowanych modeli matematycznych tworzonych
za pomoca schematéw interpolacyjnych lub skupionych, pasywnyclaktaastepczych dedyko-
wanych analizie w dziedzinie czasu. Do konstrukcji modeli wykorzyshevsa wyniki symulacii
elektromagnetycznych, co pozwala na osiagniecie lepszej daiaidniz w przypadku modeli do-
tychczas uzywanych. Zaproponowane techniki pozwalaja na éstairszerzenie funkcjonalgoi
istniejacych narzedzi projektowych.

Rozprawa rozszerzyta dotychczasowa wiedze w zakresie modawitadow mikrofalowych
0 nastepujace elementy:

e Opracowana zostata nowa technika wymuszania pas§evnmodelu wymiernego funkcji prze-
noszenia ukfadu. Technika modyfikuje parametry modelu (bieguny lub abyauzyské pa-
sywnaE przy jednoczesnym zachowaniu odpowiedzi czestofisMawej. Technika pozwala
na tworzenie pasywnych schematow zastepczych skomplikowanyatiwk w przypadkach
gdy inne techniki zawodza.

e Zaproponowana zostata nowa technika konstrukcji sparametryzoWwangdeli zastepczych
uktadow wysokiej czestotlingei, bazujace na wynikach symulacji elektromagnetycznych. Po-
kazane zostalo, ze technika pozwala na tworzenie modeli az siedmiu cherfPrzeprowa-
dzone zostaly testy efektywioi pokazujace, ze w poréwnaniu do dotychczasowych technik
zaproponowane podsajie potrzebuje duzo mniej symulacji petnofalowych do konstrukcji mo-
delu przy zachowaniu podobnej doktadco

e Tworzone modele zastepcze znacznie przyspieszaja czas artalibpych uktadow, przy za-
chowaniu wysokiej doktadrszi oblicze.

e Pokazane zostaly zastosowania modeli zastepczych przy autonjiapypgektowania ztozo-
nych uktadow mikrofalowych. Praktyczne znaczenie modeli potwieredzmstato opraco-
waniem komercyjnego narzedzia dedykowanego automatycznemu toxegaku filtréw typu
combling[22, 27], opracowanego przy wspotpracy z firma Mician GmbH.

e Pokazane zostato, ze oba pdaéy moga zostapotaczone, w wyniku czego otrzymuije sie spa-
rametryzowane, pasywne schematy zastepcze dla analizy w dziedasieuktaddw wysokiej
czestotliwaci (liniowych, nieliniowych, aktywnych i pasywnych), potaczohyrszybka opty-
malizacja geometrii.

Podsumowujac, techniki opracowane w ramach rozprawy majaldeerastosowanie przy pro-
jektowaniu uktadow wysokiej czestotlivgoi. Wyniki bada maja duzy potencjat komercyjny. Two-
rzone modele sparametryzowane moga fatwo zadtéaczone do podstawowych narzedzi projekto-
wych, takich jak oprogramowanie Advanced Design System czy Micrevdfice. W chwili obecnej
w Centrum Doskonakxi Wicomm dziatajacym na Politechnice Gd#iej tworzone sa kolejne na-
rzedzia komercyjne wykorzystujace opracowane modele zasgpmozliwiajace szybkie, automa-
tyczne projektowanie multiplekseréw oraz filtrow dwu-rodzajowych o Umigaej charakterystyce
Czebyszewa. Dodatkowo, matematyczne modele zastepcze moget z@wsowanie w innych ob-
szarach, takich jak elektrodynamika obliczeniowa. Dla przyktadu, jednynozliwych rozwiaza
umozliwiajacych przyspieszenie analizy struktur planarnych metoda miomegest tworzenie mo-
deli zastepczych macierzy impedancyjnej [32]. Opracowane teichm&zliwiaja istotne skrocenie
czasu projektowania, co jest bardzo wazne przy obserwowanyiwseie wymaga przemystu na
redukcje catkowitego czasu cyklu produkcyjnego.
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